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Abstract  RDMA (remote direct memory access) is being widely used in big data area, which allows local host to access the remote memory without the involvements of remote CPUs, and provides extremely high bandwidth, high throughput and low latency, thus helping to boost the performance of distributed storage systems dramatically. As a whole, the RDMA-enabled distributed storage systems bring new opportunity to the big data processing. In this paper, we firstly point out that simply replacing the network module in distributed systems cannot fully exploit the advantages of RDMA in both semantics and efficiency, and revolutions of storage system design are urgently needed. Then, two key aspects of efficiently using RDMA are illustrated: One is the efficient management of hardware resources, including the careful utilization of NIC an CPU cache, parallel acceleration of multicore CPUs and memory management, and the other is the reformation of the software by closely coupling the software design and RDMA semantics, which uses the new features of RDMA to redesign the data placement schemes, data indexing and distributed protocols. Relative research works of distributed file systems, distributed key-value stores, and distributed transactional systems are introduced to illustrate the above two aspects. Summarizes of the paper, and suggestions for future research are also given at the end of this paper.
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传输模块并不能充分发挥RDMA在语义和性能上的优势。实际上，如果存储系统架构需要变革的因素。然后阐述了高效运用RDMA技术主要取决于两个方面：第1方面是硬件资源的有效管理，包括异步缓存和CPU缓冲的合理利用，以及内核资源管理；第2方面是软件的紧耦合设计，借助RDMA在语义和性能上的特性，重构新型数据组织和索引方式。同时，以分布式文件系统、分布式键值存储和分布式事务系统为典型应用场景，分别阐述了它们在硬件资源管理和软件重构的2个方面的相关研究。最后，给出了总结和展望。
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在后摩尔时代，多核CPU已经成为发展趋势，同时，内存日益廉价，便使得构建内存存储系统变为可能。在大数据计算领域，数据规模大，数据维度高，数据种类多是其典型特征，内存储计算技术逐渐开始发挥重要作用。加州大学伯克利分校开发的ApacheSpark等，以及SAP公司，在2012年推出的HANA内存计算平台已经得到工业界的广泛关注。

RDMA相比于磁盘在带宽和延迟上均只有几个数量级的优势，能极大地提升本地数据存储性能。然而，RDMA也面临集成度低等问题，单节点内存最大只能达到几GB，很难满足大型应用的存储需求。构建分布式内存系统是一种有效途径，但传统以太网带宽和延迟与RDMA性能具有明显差异，网络性能将成为制约系统性能的重要因素。近年来，远程内存直接访问（remote direct memory access，RDMA）作为一种新兴的跨网数据传输技术逐渐从高性能计算领域并开始受到广泛关注。RDMA技术能够在远程CPU不参与的情况下，绕过内核直接访问远程内存，实现零拷贝的数据传输。近年来，200Gbps的高速网卡已经走向市场，这与DRAM的带宽进一步靠近。

然而，简单地将现有的分布式存储系统中的网络模块替换为RDMA通信模式，而不优化上层软件逻辑的策略，并不能充分发挥RDMA网络的硬件优势，这主要由3个方面导致：

1）硬件管理缺失，一方面，RDMA网卡和处理仅具有独立的缓存系统，并且，RDMA网卡的缓存空间尤为有限，因此缓存空间的管理高效与否将直接影响系统整体性能；另一方面，RDMA网卡具有良好的并行性，多核处理器环境下数据传输并行化具有较大的空间。然而，简单兼容RDMA的软件系统很少从硬件角度考虑RDMA通信的效率问题，从而忽视了缓存管理、多核并行、资源共享等方面的重要性，导致系统性能低下。

2）软件逻辑冗余，传统软件大多采用模块化设计，软件层次分工明确，在兼容新型硬件时，如依旧沿用了传统的软件层次，会将导致软件逻辑冗余，故效率低下。例如，传统的分布式文件系统需要部署在本地文件系统之上，通过本地文件系统管理本地数据，并依靠分布式文件系统构建跨节点统一视图。基于上述软件架构，客户端通过RDMA网络读取数据时，数据块分别经过本地文件系统镜像、页缓存、用户态缓冲区等位置，将出现数据冗余拷贝。在本地磁盘和传统以太网环境下，内存储冗余拷贝对系统整体性能影响甚微，但在构建基于RDMA的内存储分布式文件系统时，多层数据拷贝将明显降低系统整体性能，因此，软件逻辑重构将尤为重要。

3）分布式协议低效。在分布式系统中，多客户端并发访问数据时，往往依靠2阶段或乐观并发处理进行并发控制，避免客户端间的访问冲突而跨节点数据一致性系统崩溃一致性则由分布式一致性的提交协议（2阶段提交）保障。上述协议往往牵涉多个节点协同工作。流程复杂，性能低，为此，基于传统以太网的分布式系统中，往往通过特定的数据放置策略和处理方式避免使用分布式事务。然而，RDMA工作模式具有强一致性，其单向语和原子操作可以被利用起来，从而设计新型分布式协议，满足系统高效可扩展的需求。

RDMA技术在通信模式、网络性能等方面呈现出与传统以太网完全不同的特点，针对有模块化的软件架构进行简单的网络替换将无法充分发挥RDMA网络性能。为此，需要结合RDMA网络的硬件特性，调整软件结构，从原理使用、数据流优化、协议设计等方面重新设计软件逻辑，从而充分发挥RDMA网络的硬件优势。

1 背景介绍

目前有3类网络架构支持RDMA技术，分别是
IB(InfiniBand)、RoCE(RDMA over converged ethernet)、iWARP(internet wide area RDMA protocol)。其中RoCE和IB具有相同的上层协议栈，而前者在数据链路层则完全兼容以太网，iWARP保留了TCP/IP的完整协议栈。

RDMA允许本地CPU绕过操作系统，直接读写远端节点内存，该过程无需远端CPU的参与。以远程写操作为例(如图1)，本地CPU直接以MMIO(memory mapped I/O)的方式向网卡发起远程写命令，并传递相关参数，包括待写入数据块基地址、远端内存地址、写入数据块大小、远端注册内存密钥等信息；本地网卡收到命令之后，立即根据本地数据块基地址将数据块从主存以DMA Read的方式读取到网卡缓存，并发送到远端；远端网卡接收到数据块之后，以DMA Write的方式直接将数据写入内存对应地址。此过程中，RDMA无需像传统以太网一样穿越内核中的多层网络协议栈，因此实现了跨节点数据传输过程中的数据零拷贝。
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图1 RDMA网络数据收发过程

RDMA通信链路可以被配置为3种模式，分别是可靠连接(reliable connection, RC)、不可靠连接(unreliable connection, UC)和不可靠数据报(unreliable datagram, UD)。其中，UD采用面向无连接的数据报发送方式，支持点对点和点对多的数据传输，而RC和UC模式仅支持点对点的面向连接的数据传输。另外，UD模式支持的最大数据传输单元为4 KB，而RC和UD模式支持的最大数据传输单元为2 GB。

RDMA访问远端内存依靠2类原语：1) 消息原语，其中Send和Recv是其典型的1组原语，它们类似于套接字编程中的Send和Recv，在发送消息之前，接收方需提前调用Recv原语，用于指定接收消息的存放地址。这类原语也被称作双向往原语。2) 内存原语，该类原语包含Read、Write以及相应的变种(Write-with-imm和原子操作)。这类原语能在远端CPU不介入的情况下直接读取或更新远端内存，它们也被称为单向往原语。不同语义在不同的通信链路模式下具有不用的支持程度，如表1所示：

<table>
<thead>
<tr>
<th>Type</th>
<th>Send/Recv</th>
<th>Write[imm]</th>
<th>Read/Atomic</th>
<th>MTU</th>
</tr>
</thead>
<tbody>
<tr>
<td>RC</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>2 GB</td>
</tr>
<tr>
<td>UC</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>2 GB</td>
</tr>
<tr>
<td>UD</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>4 KB</td>
</tr>
</tbody>
</table>

在RDMA编程中，网卡驱动分别提供了内核态和用户态编程接口，它们被称作Verbs。以RC模式下的点对点链建立过程为例，应用程序需分别经历打开设备、创建会话域(Protection Domain, PD)、申请并注册内存、创建完成队列(completion queue, CQ)、创建发送队列(queue pair, SP)、初始化QP等过程。其中，申请的内存用于收发和存储远端数据或信息消息。或远端网卡直接访问。内存被被远端访问之后需注册到网卡，注册过程包含：1) 建立内核虚拟地址到物理地址的映射表，并存储到网卡缓存；2) 生成密钥对，用于本地或远端内存访问控制。收发队列包含发送队列(send queue)和接收队列(receive queue)。用于存放CPU发起的网络请求，网卡从队列中依次处理原语，当原语处理完毕，将相应的完成信息存放到绑定的完成队列中，创建的QP、CQ和注册内存需绑定到相同PD中才能正常通信。

RDMA绕过内核实现数据零拷贝，并借助硬件执行数据包的派送和解析。从而提供了高带宽、低延迟的通信特性。但有，将RDMA技术应用到分布式系统中时，也存在原语漏用、冗余拷贝、协议低效等问题急需解决。为此，本文将结合实际系统，从以下几个方面分别进行阐述：1) 硬件资源的高效管理。在大规模集群中，日志的数据传输将导致CPU缓存、网卡缓存发生剧烈竞争，影响系统性能。另外，CPU的多核架构为并行处理提供了机遇，如何高效调度CPU核心，提升网络数据并行处理性能同样重要。2) RDMA提供了远程直接读写的新型通信原语，打破了传统分布式系统中的跨节点数据传输模型，促使一些系统，例如分布式文件系统等、分布式键值存储系统和分布式事务系统等选择通过软件重构来充分发挥RDMA的硬件特性。

2 RDMA与硬件管理

RDMA技术通过硬件解析并处理网络数据包降低延迟的同时，能有效提升数据传输的并行能力。
另外，网卡将链路状态信息等核心数据缓存到网卡的缓存空间，用户程序绕过内核直接与硬件交互。因此，构建高效的基于 RDMA 的存储系统的关键因素在于结合 RDMA 的硬件特性，与系统软件层进行紧密耦合设计。本节将主要从网卡缓存，CPU 缓存以及多核调度等硬件层次阐述如何设计高效的系统软件。

2.1 缓存管理

缓存系统是计算机体系结构中的重要组成部分，它将访问频繁的数据暂存到高速缓存器以加速应用，因此，缓存系统对局部性较好的应用加速效果显著。在 RDMA 网络通信中，CPU 和网卡均存在独立的缓存系统，缓存使用的好坏将直接影响着节点间数据通信性能。

网卡缓存用于暂存 CPU 发起的网络请求和相应的网络状态信息，其主要缓存 3 类数据：1) 注册内存从逻辑地址到物理地址的映射表，当网卡发送数据或接收到数据时，将依据映射表查询相应的物理地址；2) QP 状态，存放 QP 对应的元数据信息；3) 由 CPU 发起的网络请求条目，网卡根据请求条目执行相应操作。在特定场景下，这 3 类数据都会增加网卡缓存缺失率，导致系统性能下降。

第 1 方面，内存注册后以页为单位生成映射表，默认情况下页的大小为 4 KB，假设每个映射条目为 12 B，则注册 10 GB 内存需要的映射表大小为 380 MB，这将很难全部存储到网卡缓存中。FaRM[13,15] 引入内核驱动 PhyCo，它在系统启动时分配 2 GB 对齐（网卡最大支持 2 GB 的页大小）的物理连续的内存区域，并将其映射到 FaRM 进程的逻辑地址空间。通过这种方式，映射表大小将缩小为 60 B。

第 2 方面，RDMA 的扩展性问题还源于连接数量的增加。图 2 展示了 RDMA 网络在不同链路模式下的吞吐，我们选取 1 个节点作为 Server，启动多个线程并行地向多个节点发送（接收）32 B 的消息，其中向外发送消息称作 Outbound-Message，反之则为 Inbound-Message。如图 2 所示，在 RC 模式下，总吞吐随着连接数量的增长而减小，而 Outbound 相比于 Inbound 下降更为明显。相反，UD 模式下总吞吐不受到连接数量的影响。这主要是因为在 RC 模式下，Server 端需要与每个客户端创建 QP 并建立连接。当连接数量过多后，QP 状态信息无法全部存放到网卡缓存，导致数据频繁在网卡缓存和主存间换入换出，影响性能。而 UD 模式下，Server 端只需创建固定数量的 QP，便能与所有的客户端进行通信，因此服务端总吞吐不受到客户端数量的影响。FaSST RPC[14] 是基于 UD 的 RPC 系统，得益于 UD 的无连接通信模式，FaSST 能够线性扩展到数百个节点。然而，UD 同样也存在其他缺陷，例如不支持远程直接读、写，单次最大传输数据量不能超过 4 KB，底层无拥塞控制逻辑，且有丢包或乱序风险。因此需要额外的软件控制来保障 UD 在真实应用中的可靠数据传输，但软件控制又将引入新的开销[19]。
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图 2：RDMA 在不同链路模式下的扩展性问题

第 3 方面，CPU 发起网络请求时，使用 MMIO 向网卡发送命令，这些命令将被临时缓存到网卡缓存，并由网卡依次处理。然而，当 CPU 发送命令过快时，网卡缓存不足以存放新的请求，因此之前发送的未处理的请求将被换出到主存，等到被处理时再换回到网卡缓存。频繁的换入换出操作将引入大量的 PCIe 流量，这是制约网络吞吐的关键因素。图 3 源于文献[20]中的图 13(b)，展示了单节点向外发送起写请求时的缓存缺失情况。CPU 以批量请求的方式向网卡发起 RC Write 请求，通过控制每次批量请求包含的数据量来调节 CPU 发起请求的速度（横坐标），其中 CX3 和 CIB 为 2 类网卡型号，且 CIB 性能强于 CX3。图 3 中 CX3 WR 和 CIB WR 分别表示在 CIB 和 CX3 环境下 RC Write 请求的速率，而 PCIeRd 则表示网卡发起的 PCIe Read 的速率，PCIe Read 速率越高，代表额外的 PCIe 流量越高。
对性能影响较大。从图3中我们可以发现，CX3环境下，当每次批量请求的数量达到16后，RC Write的吞吐率有一定下降，而此时PCIe Rd的速率明显上升，表明此时CPU发送请求速度过快，已存在明显的缓存缺失现象。CIB环境下PCIe Rd速率一直保持较低水平，且RC Write吞吐率几乎线性提升，这说明CIB网卡能够支撑CPU发的最快的请求速度，而不发生缓存缺失现象。因此，当网卡处理器能力不及CPU时，需控制CPU请求速率，避免网络吞吐下降。

图3 NIC cache misses for RC Write operations

CPU缓存在网络数据收发过程中扮演重要角色。因特尔至强E5系列处理器提供了独有的数据直访I/O（data direct I/O, DDIO）技术，它允许PCIe外设直接读写CPU的末级缓存（LLC，通常为第3级缓存）而绕过对主存的访问，从而降低I/O适配器到内存以及内存到CPU之间的延迟（如图4）。PCIe外设以Write Update或Write Allocate的方式更新CPU的LLC。当访问数据已经缓存到LLC时使用前者进行更新，而当访问数据不在缓存中时，则使用后者。Write Allocate操作需先分配缓存空间，然后写入数据，其开销大于Write Update。通常情况下，用于DDIO的缓存区域占整个LLC的10%左右，以防止外设I/O干扰CPU运行应用程序的性能。因此，基于RDMA建立的通信模型下，构建过大的通信消息池将不能被完全映射到LLC中，从而引入大量的Write Allocate操作，影响系统的整体性能。

文献[9]构建的HERD RPC系统中，服务端静态分配固定大小的消息池，并划分为连续的内存块，用于存放远端客户端写入的新消息。客户端通过UC Write将请求远程写入到消息池中，服务端处理之后则使用UD Send返回响应信息。为避免客户端在写入消息时互相干扰，不同客户端产生的消息池的地址。在HERD中，每个消息池大小为1KB，最大支持的客户端数量为200，消息池的大小为6MB，将完全存放在LLC。但这种静态映射方式限制了最大支持的客户端数量，同时每个请求的数据量不能超过1KB。FaSSI[16]使用UD Send传递请求，数据存放地址由接收方决定，因此客户端之间可共享同一个消息池，消息池大小不会因客户端总数量变化而发生改变。

### 2.2 CPU调度

基于RDMA设计高效的系统软件，在CPU调度层面需要考虑以下3个方面的问题。

1) 多核并发。RDMA网络具有良好的并行性，单条链路上的网络负载很难达到网卡的峰值处理能力。另一方面，使用单个CPU核不足以处理多条链路上的网络请求。CPU多核并行同样重要。如图5所示，服务端与客户端创建多个QP连接，通过变化QP数量，展现了RDMA不同网络的最大吞吐。我们发现，在QP数量少于4时，所有原语均不能达到网卡处理峰值，上图5(b)展现了不同RPC系统的吞吐率，横坐标表示改变服务端CPU核的数量，启动40个客户端发送RCP请求，纵坐标表示不同RPC系统的吞吐率，发现CPU核的数量超过4时才能达到网卡处理峰值。由此可见，合理增加并行度，能较大提升RDMA的网络性能。DaRPC[21]是一个基于RDMA的RPC系统，它在服务端采用了精细化的并行架构：初始化阶段，服务端启动多个线程，并行处理远端请求，每个客户端均与服务端建立独立的QP链路，这些链路被映射到不同的服务端线程，用于并行消息处理。另外，在NUMA架构下，网卡、主存等相对于CPU具有非对称访问特性，远端CPU访问网卡和内存能有效降低延迟，提升吞吐。文献[21]表明，NUMA友好的远端绑定策略能有效提升系统性能达20%左右。

2) 负载均衡。服务端线程静态映射的方式能提升并行度，但每个客户端负载具有差异性，且相应的远程调用开销不尽相同，因此有可能导致个别CPU
核处理繁忙，而其他 CPU 核空闲等待的现象。文献 [21] 提出了一种“Work Stealing and Load Balancing” 的管理方法，在服务端引入监控器，用于实时统计各 CPU 核的工作负载状态，当某 CPU 核的工作负载超过阈值，则将新来的部分请求放入到 1 个全局队列中，而其他 CPU 核在不繁忙时查看全局队列，并及时处理相应请求。这种方式有效解决了各 CPU 核负载不均衡的问题，但同时也引入了时序问题，导致早到达的 RPC 请求在晚到的请求之后被处理。这种乱序响应需要在客户端处理逻辑中被谨慎考虑。

图 5 通过不同 QPs 的吞吐量

3）QP 共享。基于 RDMA 的对称系统架构[13-15-16]中，各节点同时启动服务端进程和客户端进程，并启动多个 CPU 核并行处理远端请求或发起请求。假定集群规模为 N，每个节点启动 N 个 CPU 核，集群中的各 CPU 核之间建立全相连的拓扑结构，则每个节点需创建 QP 的数量为 (N−1) × N^2。在大规模集群中存在严重的扩展性问题，QP 需要在 CPU 核间共享，一种途径是任意 2 个节点之间仅创建一条链路，则每个节点间需创建的 QP 数量为 N−1，使得 QP 数量保持在较低水平。但是，这种方法 QP 共享模式使得多个 CPU 核并发向同 1 个节点发送网络请求时使用同 1 条 QP 链路，从而导致严重的资源竞争。图 6 展示了 Read 请求在不同线程的 QP 共享下的单线程吞吐率。横坐标代表总创建的 QP 数量。从图 6 可以发现，在不共享情况下，即单个线程处理所有 QP 的请求，性能（10.9 MOPS）远高于多个线程的共享处理模式（2 MOPS），因此 QP 共享模式导致 CPU 利用率极低。一种折中的方法是允许各节点间具有相同 ID 的 CPU 核进行通信，即每个节点建立 N × N 个 QP，这样 CPU 核之间不存在资源竞争，QP 数量也保持在较低水平。

3 RDMA 与软件重构

RDMA 提供了不同于套接字编程的通讯接口，它允许在远端 CPU 不参与的情况下直接访问远端内存，实现数据的零拷贝传输，这在一定程度上颠覆了传统的系统架构思想，从而促使了分布式键值存储系统、文件系统以及事务系统等在软件层的变革。软件层次的变化可基本总结为以下 3 类：分布式协议的重构、网络负载的分层均衡和数据的远程索引等方法，本节将从多类分布式存储系统展开，并阐述软件层如何从以上 3 个方面使用和优化 RDMA 网络。

3.1 RDMA 在 Key-Value 系统中的应用

在传统存储系统中，数据的组织和索引由服务端本地执行，一般地，客户端读取或更新服务端数据时，首先向服务端发送 RPC(remote procedure call) 请求，服务端接收到请求后，迭代式地查询以树状或散列组织的数据，然后将查询或更新结果返回给客户端。Key-Value 系统采用扁平式的数据存储管理模式，仅提供类似 Get, Put 等接口，系统结构简单，同时 RDMA 可以直接访问远端内存数据，这使得分布式键值存储系统中的数据索引模式发生改变。近年，结合 RDMA 和 Key-Value 存储的分布式键值存储系统[8-14]被广泛研究，本节将着重介绍 Pilaf[5]。“

图 6 通过不同 QPs 共享的吞吐量
Pilaf 是纽约大学于 2013 年提出的一个内存级分布式键值存储系统，借助 RDMA 原语实现了极高的系统性能，同时有效降低服务器端 CPU 开销。Pilaf 在处理 GET 请求时，利用 RDMA 内存语义低延迟的特性，通过客户端发起多次 Read 请求完成键值查询，将数据索引任务由服务器端转移到客户端（见图 7）。

![图 7 Pilaf 的总体架构](image)

如图 7 所示，Pilaf 的键值对通过散列表索引，散列表和键值对统一存放于内存区域，散列表中的各表项存放键值对的内存地址，用于索引真实的键值对。存放上述内容的内存空间在系统初始化时分配，并注册到网卡，使得客户端可远程直接访问。客户端在接收到包含服务端注册内存的虚拟地址。客户端在执行 Get 操作时，首先计算出 Key 相应散列值，并根据散列值确定对应表项在散列表中的偏移；然后执行 RDMA Read 读取表项中的偏移内容，如果表项包含 1 个有效值，则根据该地址执行第 2 次 Read 操作获取键值内容。如果获取的键值为匹配，则成功返回；如果散列表项为空，或者键值对不匹配，则线性查找下一个表项，直到查询成功。

Put 操作需要更新散列表和键值对，在多客户端并行访问场景下，会出现数据冲突访问，因此将 Put 操作的逻辑完全交由客户端并不现实。在 Pilaf 中，所有的更新操作（包括 Put, Del 等）将按照传统方式转交给服务端执行。具体方式是：客户端向服务端发起相应更新操作的 RPC 请求，服务端收到请求之后，在本地执行查询更新，然后返回更新结果。在读写并发场景下，以上工作流程会引入重读。例如，在服务端更新某一键值对的时候，客户端同时使用 Read 读取正在更新的键值对，则可能读取到 1 个中间状态的值。Pilaf 引入自校验方法来解决读取问题。如图 8 所示。

![图 8 自校验散列表数据结构](image)

在散列表的每一个表项中，添加 2 层校验码，服务端在处理更新请求时，首先更新键值对内容，然后根据键值对内容计算校验码，并更新散列表对应表项的第 1 个校验码。然后根据表项更新第 2 个校验码。当客户端执行 Get 操作时，通过 2 次匹配校验码来判断是否存在脏读。如果匹配失败，则等待随机时间，再次获取键值内容，直至匹配成功。Pilaf 借助多次 Read 请求将 Get 处理逻辑转移到客户端，这种远端索引方式一定程度降低了服务端的处理开销，同时，依靠 RDMA 的硬件优势，系统处理请求的能力相比于传统方式提升显著。

表 2 详细描述了多种 KV 存储系统的实现差异。HERD 广泛地测试了 RDMA 各类原语的性能差异，总结出 Pilaf 在读取操作中将引入多次 RDMA Read 操作，效率低下。为此，HERD 设计基于 RDMA 的高性能 RPC 系统，所有操作依旧通过服务端处理，从而每次远程请求将只引入 1 次往返网络交互，HERD 同时还考虑到 RDMA 网络的扩展性问题，采用 UC Write 和 UD Send 分别作为客户端发送请求和服务端发送反馈信息的原语。HERD 能同时保证 Get/Put 请求的高性能，且客户端数量能轻松扩展到数百个。HydraDB 则偏向于通过性中间件，可作为系统缓存层或独立的存储层，并提供数据复制功能，保障数据容错，同时结合 NUMA 架构进行性能优化。HydraDB 也使用 RDMA Read 执行 Get 请求，并增加客户端缓存提升性能。在 KV 缓存系统中，引入 RDMA 单向原语将导致服务端对客户端访问特性无法感知，为解决
Table 2  Comparison of Implementation Details Between Different KVStores

<table>
<thead>
<tr>
<th>KVStore</th>
<th>Get Forward</th>
<th>Get Back</th>
<th>Put Forward</th>
<th>Put Back</th>
<th>Cache</th>
<th>Replication</th>
<th>Transaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>PilaF[8]</td>
<td>Read</td>
<td>Read</td>
<td>Send</td>
<td>Recv</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>HERD[9]</td>
<td>UC Write</td>
<td>UD Send</td>
<td>UC Write</td>
<td>UD Send</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>HydraDB[10]</td>
<td>Read</td>
<td>Read</td>
<td>Write</td>
<td>Write</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>RFP[11]</td>
<td>Write</td>
<td>Read</td>
<td>Write</td>
<td>Write</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>C-Hint[12]</td>
<td>Read</td>
<td>Read</td>
<td>Write</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>FaRM[13]</td>
<td>Read</td>
<td>Read</td>
<td>Write + CAS</td>
<td>Write + CAS</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

3.2 RDMA 在文件系统中的应用

总体上，RDMA 更多地被应用到键值存储和分布式事务系统，而分布式文件系统由于结构复杂，很难充分发挥出 RDMA 的硬件特性。目前，也有部分分布式文件系统开始尝试支持 RDMA 网络，以提供更高的性能[8-7]。但是，这些系统大多采用了模块化的软件设计，将网络传输、文件存储和控制逻辑严格分离，而在引入 RDMA 网络的时候，仅仅采用了简单的网络通讯模块替换，而不是选择重构文件系统的内部逻辑，因此取得的效果甚微。

清华大学于 2017 年提出的分布式持久性内存文件系统 Octopus[22]，通过紧密结合 RDMA 特性，重新设计了文件系统存储逻辑，具体地，各个节点将数据存储区注册到内存，并共享到集群使之可被远程直接访问，进而构建持久性共享内存，而元数据区域则由服务节点进行本地管理（如图 9）。Octopus 通过引入持久性共享内存以降低数据冗余拷贝，进而提供接近硬件的读写带宽；引入客户端主动式数据传输来接近均摊客户端和服务端之间的网络负载；引入自识别远程过程调用协议以提供低延迟元数据访问性能。

1）持久性共享内存

现有的分布式文件系统构建在本地文件系统之上，因而存在大量的数据冗余拷贝。以文件读写为例，数据块需要逐层拷贝到 TCP/IP 协议栈中的 mbuf、用户态缓冲区、内核态页缓存、文件系统镜像等位置，最终统计到 1 次文件读写将引入 7 次数据拷贝，这种低效的系统设计模式严重限制了 RDMA 网络硬件特性。Octopus 则提出了持久性共享内存，用于直接管理文件系统数据；这种设计移除了本地文件系统层，同时让客户端远程直接访问，成功将数据拷贝次数降低到 4 次。

2）客户端主动式数据传输

通常情况下，文件读写将引人 1 次网络往返请求，以文件读取为例；客户端主动发起文件读取请求，服务端收到请求之后，查询并装填数据，然后将数据返回给客户端。我们称这种传输模式为服务端主动式数据传输，这种工作模式在传统以太网下工作效率，但是当转移至 RDMA 网络上后 CPU 占用率极高，成为了系统瓶颈。为此提出一种客户端主动式数据传输机制，它具有以下 3 个步骤：①客户端向服务端发起文件读写请求；②服务端查询文件元数据信息，并将元数据直接返回给客户端；③客户端根据
元数据信息提供的远程地址，直接执行 RDMA Read/Write，其中步骤①②通过发起 RPC 请求完成，而步骤③由客户端主动执行，服务端 CPU 不参与文件数据的传输，这种设计引入了更多的网络往返次数，但是将服务端 CPU 负载转移到客户端，从而提升了并发文件读写性能。

3）自识别远程过程调用

RDMA 提供了微秒级别的网络延迟，充分利用 RDMA 低延迟的特性，Octopus 设计并实现了高效的 RPC 系统。RPC 主要用于文件元数据访问和分布式事务的协调提交。RDMA 的 2 类原语均可用于设计 RPC 系统，基于 Send/Recv 的 RPC 实现简单，但其性能不如内存原语。UD 模式具有良好的扩展性和高性能，但其诸多缺陷导致并不适合应用到基于可靠传输的文件系统场景。内存原语具有极低延迟，在构建 RPC 系统时，由于其单向性，服务端必须开启线程轮询扫描内存来检测新消息，这会导致较高的 CPU 开销，而客户端数量上升时，CPU 需扫描更大范围的内存空间，这会影响 RPC 延迟。Octopus 选择了 Write-with-imm 作为远程请求的原语，它可在报头携带 32 b 即数据，用于存放客户端元数据信息，指导服务端快速定位新消息；同时，该原语将消耗服务端提前发起的 Recv 请求，因此是双向原语；基于 Write-with-imm 的 RPC 系统能帮助服务端快速检测到完成信息，根据立即可快速定位到新消息，保证 RPC 性能的同时提供稳定的传输延迟。

俄亥俄州立大学提出的 NVFS[27]将非易失内存和 RDMA 结合起来，用于加速 HDFS。但由于 HDFS 本身软件设计厚重，NVFS 很难充分发挥 NVM 和 RDMA 的硬件特性。IBM 最近提出的 Crai[5]，其元数据跨节点访问基于 DaRPC[21]。其中，DaRPC 是一个基于 RDMA 的 RPC 系统，它将消息处理和网络传输紧密结合，并提供高效低延迟的跨网传输性能。Crai 相比于 Octopus 多次冗余拷贝，因此其带宽不如 Octopus；Crai 同时也无保证数据的一致性和持久性，为此，Crai 引入多级存储结构，并通过后端存储进行数据持久化。

3.3 RDMA 在分布式事务中的应用

RDMA 具有 cache 强一致性，这意味着，RDMA 网卡写入的最新数据能及时被 CPU 读取，同时，网卡总是发送 CPU 最新更新的数据。RDMA 还具有原子性，它提供 2 种原子操作原语: CAS 和 FAA，它们可以并发更新同一个内存地址上的 64 b 值而保证 1 次操作的原子性。RDMA 的上述特性将促使分布式协议的重构。

DrTM[17-18] 是上海交通大学 2015 年提出的一种分布式事务系统，它巧妙地结合了 RDMA 和硬件事务内存（hardware transactional memory，HTM），利用它们之间的强一致性设计并实现了一套高效的分布事务协议。事务内存提供了 XBEGIN、XEND 和 XABORT 接口，能够在硬件层面控制对内存的冲突访问，一旦冲突发生，只有 1 个线程成功修改，而其他线程均无条件终止。事实上，RDMA 的远程冲突访问也将导致本地的事务内存访问终止，因此，DrTM 利用这种强一致性重新设计了事务协议。

DrTM 在执行事务逻辑时，首先通过 RDMA Read 将存储在远端的读集和写集搜集到本地，然后依靠 HTM 在本地执行数据更新，最后使用 RDMA Write 将更新过的数据回写到远端（如图 10 中 Case1）。图 10 中 Case2～Case5 展示了本地和分布式的事务执行冲突的不同场景，其中图 10 中 Case2 场景中，M1 搜集远端数据时，M2 正在执行本地更新，HTM 将强制终止执行，2 个冲突事务之间实现了序列化。

在图 10 中 Case2 和 Case3 场景下，M1 开始搜集远端数据时，M2 还未开始本地执行，因此 M2 事务不会终止。之后 M2 也重新建立了相同的数据库，冲突事务之间没实现严格的序列化，为解决上述问题，DrTM 借助 RDMA 原子操作实现了一套分布式锁，并强制在搜集远端数据之前首先进行锁操作加锁。这样在图 10 中 Case3～Case5 场景中，M2 的本地/远程读写阶段将被阻塞，从而实现事务间的序列化。

DrTM 借助 RDMA 的强一致性和 HTM 的原子性，重新构造了分布式事务协议，同时基于 RDMA 提供的原子性原语设计了高效的独占锁和共享锁，用于细粒度的事务并发控制。因此，RDMA 提供的一致性以及原子性的特点将促使相应的分布式协议发生重大变化。

FaRM[13-15] 是 Microsoft Research 在 2014 年提出的一个基于 RDMA 的分布式内存计算平台。FaRM 提供基于分布式事务的共享内存读写接口，通过乐观锁和双阶段提交协议来保证事务执行的原子性和可序列化。如图 11 是 FaRM 的事务执行逻辑，其中

① COMP_AND_SWAP 和 FETCH_AND_ADD 编写为 CAS 和 FAA。
包含 1 个协调者 (C) 和 3 个参与者 (P1, P2, P3) 以及他们的备份节点 (B1, B2, B3)。事务分为执行阶段和提交阶段。图 11 中虚线箭头代表 Read, 实线箭头代表 Write。在执行阶段，协调者首先查询内存区标识符，通过散列函数计算相应远端地址，发起 Read 请求，远程读取事务涉及的读集和写集，然后根据读取的数据在本地执行事务逻辑。在提交阶段，首先要对写集对应数据项加锁，协调者以 RPC 的方式将加锁请求写到参与者的消息区，参与者接收到消息后，对数据项加锁，如果加锁失败或数据项版本发生变化，则返回失败，事务终止。加锁阶段完成后，需再次核对读集对应版本。若以上 2 步均成功执行，则先对备份节点和参与者执行数据提交。为提高事务读写的并发性能，FaRM 通过增加 cache line 粒度的版本控制实现无锁读，在不加锁的情况下执行事务读取，保证事务一致性，判断是否发生脏读。不同于 DrTM 的是，FaRM 无需 CPU 支持 HTM 功能，而是通过乐观锁进行并发控制，仅在事务提交时进行冲突检查；另一方面，FaRM 在事务执行过程中进行数据备份，从而提高了数据可用性。

图 10 本地和分布式事务之间的冲突情形

3.4RDMA 的通用性优化

RDMA 在上述 3 类系统中得到了广泛的研究与应用。此外，RDMA 还在 I/O 负载分发、数据远程备份等方面提供了新的方式。本节将着重介绍与 RDMA 相关的通用性优化技术。

1) 网络负载重分派

RDMA 单向协议在执行过程中仅需发送方 CPU 参与，这区别于传统套接字的收发模式。因此从 CPU 执行 I/O 负载角度来看，RDMA 单向协议为网络负载的重分派提供了机遇。从 3.3 节事务提交协议中可以看到，FaRM 在事务执行阶段、版本核对阶段、备份节点/参与者提交阶段以及无锁读阶段均使用了单向协议，参与者或备份节点 CPU 完全不参与事务执行逻辑，通过网络负载的重新分派，协调者组织事务执行的大部分逻辑，而参与者较少参与事务提交，将 CPU 资源更多的应用在本地执行逻辑上。实验表明，90 节点的 FaRM 系统运行 TATP 测试集，可提供 140 MTPS 的事务执行速度。另外，3.1 节提到的 Pilaf，HydraDB 等键值存储系统将 Get 请求的网络负载从服务端重新分派到客户端，一定程度上
减轻了服务端 CPU 开销，同时提升了系统吞吐。而 Octopus 则进一步改变数据 I/O 通路，将传统的服务端主动返回文件数据的设计模式改为“服务端仅返回文件数据地址，客户端主动通过 RDMA Read 或 Write 执行文件 I/O”的新型 I/O 机制，从而大幅降低文件服务器 CPU 开销，并提升了数据并发存取吞吐。

2) 数据备份与持久化

新型非易失存储器[24-26]提供接近内存的访问速度以及字节寻址的访问方式，同时还能像磁盘一样提供持久化存储。持久性内存的出现改变了计算机体系结构中存储金字塔的持久性和易失性边界，数据持久化由传统的软件控制系统变为执行 CPU 内存指令的硬件控制系统[27]。因此，存储系统在组织数据时需要精细化执行数据持久化操作或异地备份，以保障数据存储可靠性和故障可恢复。然而，CPU 持久化写入指令代价高，异地备份则引入额外的网络开销，上述原因都将成为制约非易失内存性能的重要因素，RDMA 提供极低的网络延迟（<1μs），这与非易失内存的访问延迟几乎在同一数量级，因此，Mojim[28]提出一种基于 RDMA 的新型数据布局和备份方案，并提供了高可靠、高性能的存储服务。

Mojim 是一个构建在 NVMM 上的内核态系统，图 12 描述了 Mojim 的系统架构。它可以向上层提供基础的数据读写接口和不同级别的持久化接口。Mojim 采用了包含主层和辅层的双层架构，其中主层包括 1 个主节点和 1 个镜像节点，辅层包含一个到多个备份节点。根据不同的持久化级别，写入 Mojim 的数据同步或异步地流入到主节点、镜像节点和备份节点。Mojim 包含的持久化级别主要包括 M-sync, M-async 和 M-syncsec。其中，以 M-sync 模式写入时，Mojim 将数据首先写入到本地（不执行 CPU 缓存数据刷写），然后将数据传输到镜像节点，等待对方确认信息后成功返回。而镜像节点异步将数据传递到备份节点，以 M-async 模式写入时，主节点首先刷新缓存数据，然后将数据传输到镜像节点，在不等待确认信息时直接成功返回。M-syncsec 则同步等待数据写入到备份节点之后才成功返回。以上 3 类持久写方式具有不同级别的可靠性、可用性和一致性。

实验显示，基于 RDMA 的异地备份方案性能强于基于本地缓存刷写的持久化方案，这主要是因为 CPU 刷写缓存数据以 cache line 为粒度，且并发的数据持久写被 CPU 强制顺序性执行，并行度严重受到限制。因此，RDMA 网络为分布式持久性内存系统中的数据持久化和远程备份提供了新的机遇。另一方面，基于远程刷写的原理[29]也有望出现。

RDMA 区别于传统的以太网通信方式，它能提供 Read, Write 等远程直接访问的单向原语，在数据传输过程中无需端口 CPU 的参与。这促使系统设计时重新考虑数据的组织和索引方式，以及网络负载的均衡分派；RDMA 的低延迟访问特性彻底改变了传统分布式系统设计中对“本地”和“异地”的性能权衡，为数据的多机备份和持久化提供了新的思路；RDMA 还能保证缓存数据的强一致性，处理器总能够读取最新数据，同时还提供 2 种原子操作，用于数据项的原子性更新，这为设计新型分布式协议提供了新的机遇。

4 总结与展望

本文分别从硬件管理和软件重构 2 个方面阐述了对 RDMA 的相关研究，详细分析了 RDMA 的内在特性，系统软件设计的变革以及当前 RDMA 的典型应用场景。从硬件角度来看，RDMA 网络并行数据传输会受到多处硬件资源的制约，例如网卡缓存、CPU 缓存等，因此在系统架构上要兼顾其硬件特性，在系统扩展性、可靠性和高性能中权衡，在 CPU 资源开销与网络资源共享之间合理取舍。从软件重构角度来看，RDMA 区别于传统网络的数据传输接口和其极低的网络延迟改变了现有的软件设计方式，为数据组织与索引、网络传输分发和分布式协议的重构等方面提供了新的方法。合理的软件重构更能充分发挥 RDMA 网络的优势，提升系统的整体性能。
迈洛斯公司目前以超过 200 Gbps 的传输速率的 RDMA 网卡，传输延迟已突破 1μs，其迅速提升的网络传输性能，正促使 RDMA 技术被逐渐应用到数据中心。针对其扩展性问题，迈洛斯引入动态链接传输机制（dynamically connected transport, DCT）实现动态创建/销毁 QP 链接，以保证 QP 数量维护稳定；Oracle 提出的 Sonoma 处理器则将网卡和 FPGA 集成到片上，能轻松支持数千个 QP 链路。为增强 RDMA 网卡设备的灵活性，迈洛斯还提供了可编程式 RDMA 网卡，用于协助用户进行应用数据传输加速，数据压缩/解压缩和其他功能性优化，为上层系统设计提供了更强的灵活性。RDMA 具有独特的数据传输模式和极高的数据传输性能，与此同时，其引入的扩展性等问题正在逐步解决。与 RDMA 紧耦合的分布式系统软件设计将为大数据处理和存储带来新的机遇。
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