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Abstract—The fast growing of data scale encourages the wide employment of data disks with large storage capacity. However, a mass of data disks’ equipment will in turn increase the probability of data loss or damage, because of the appearance of various kinds of disk failures. To ensure the intactness of the hosted data, modern storage systems usually adopt erasure codes, which can recover the lost data by pre-storing a small amount of redundant information. As the most common case among all the recovery mechanisms, the single disk failure recovery has been receiving intensive attentions for the past few years. However, most of existing works in this literature still take the stripe-level recovery as their only consideration, and a considerable performance improvement on single failure disk reconstruction in the stack-level (i.e., a group of rotated stripes) is missed.

To seize this potential improvement, in this paper we systematically study the problem of single failure recovery in the stack-level. We first propose our recovery mechanism based on greedy algorithm to seek for the near-optimal solution (BP-Scheme) for any erasure array code in stack level, and further design a rotated recovery algorithm (RR-Algorithm) to eliminate the size of required memory. Through a rigorous statistic analysis and intensive evaluation on a real system, the results show that BP-Scheme gains at most 38.9% higher recovery speed than Khan’s Scheme, and owns up to 34.8% higher recovery speed than Luo’s U-Scheme.
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I. INTRODUCTION

With the amazing expansion of data scale, hundreds of thousands of disks are introduced in modern storage systems, such as GFS [1], Windows Azure [2], and OceanStore [3]. However, the employment of large number of disks not only leads to the high complexity of storage systems, but also increases the probability of data lost or damaged caused by various kinds of disk errors. To enhance data reliability, erasure codes, which can tolerate several disk failures by pre-storing a reasonable size of redundant information, is widely adopted in nowadays.

For erasure coded storage systems, a small amount of redundant information (called parity) is calculated based on the kept data symbols and once a disk failure happens, the storage system will retrieve a subset of available data symbols and the pre-stored parity symbols from the surviving disks, so that the lost data will be successfully recovered. Among the diverse failure patterns in storage systems, previous study [4] has revealed that most of the recovery processes (about 99.75%) are triggered by single disk failures. This finding makes the single disk failure recovery as one of the hottest issues in the literature of erasure codes in the past few years.

For a long time, it was thought that the single disk failure recovery is an expensive task, as it usually requires to read all the remained data symbols and a considerable amount of parity symbols. However, things change when Xiang et al. [5] firstly propose a hybrid recovery method for RDP code [6], in which the horizontal parity and diagonal parity are alternative chosen to achieve the maximum number of overlapped data symbols, so that at most 25% symbols to be retrieved will be reduced. A more general scheme for single disk failure recovery is then provided by Khan et al. [7], which seeks for the solutions with the minimal retrieved symbols for any erasure array code. Inspired by the fact that the reconstruction time is determined by the disk loaded with the heaviest requests, Luo et al. [8] accordingly proposes two search-based schemes to balance the load among disks and accelerate the single disk failure recovery for any erasure array codes.

However, most of previous works still restrict their attention on the stripe-level recovery for single failures, but miss a fact that the real storage systems usually rotationally map the logical disks to physical disks [7][9][10], in order to alleviate the parity disks from being the hot point when suffering from a huge number of writes (more details will be referred in Section II-A). Though Luo’s schemes well speed up the process of single disk failure recovery in the stripe-level, it is still unknown what method is the best choice once moving to the scenario where logical disks are mapped rotationally.

In this paper, we systematically study this problem and propose a new search-based algorithm called Balance-Prior Scheme (BP-Scheme). BP-Scheme first collects the feasible recovery solutions for each stripe by enumerating all feasible
solutions like in Khan’s Scheme, and then starts with a primary set constituted with a group of feasible solutions picked from each stripe. BP-Scheme then incrementally replaces the current solution in each stripe with another one by using simulated annealing (SA) algorithm [11], once the refined set achieves the lighter load on the busiest disk. Finally, a near-optimal solution with the minimal data accesses on the heaviest disk could be found in the stack-level.

Moreover, recovery based on stack-level will cause huge memory overheads, in order to eliminate the memory requirement for BP-Scheme realization, we then develop a Rotated Recovery Algorithm (RR-Algorithm), which iteratively reads a constant number of symbols during each parallel I/O process and invokes the reconstruction of the lost symbols of a stripe once the needed symbols in that stripe are all retrieved. Our contributions can be summarized as follows:

- We consider the single disk failure recovery in the stack-level and propose a search-based scheme (BP-Scheme) to seek for the near-optimal solution with the minimal retrieved symbols on the heaviest loaded disk. To reduce the memory overhead, we subsequently provide a Rotated Recovery Algorithm (RR-Algorithm).
- We make a series of quantity analysis on various kinds of erasure array codes. The results demonstrate that our BP-Scheme outperforms other competitors on the metric of recovery speed. On the other hand, the results indicate that BP-Scheme will provide the near-optimal recovery speed in the stack-level.
- We finally implement our proposed algorithms in the real storage system based on Jerasure-1.2 [12] library and evaluate their performance with different configurations. The results show that BP-Scheme provides 3.4% to 28.6% higher recovery speed than Khan’s Scheme, and 3.4% to 20.3% higher than Luo’s U-Scheme in double fault-tolerance erasure codes; while achieves 12.6% to 38.9% higher recovery speed than Khan’s Scheme, and 6.4% to 34.8% higher than Luo’s U-Scheme in triple fault-tolerance codes.

II. BACKGROUND AND RELATED WORK

A. Background: Erasure Coded Storage Systems

Terms and Notations: We first define the frequently used terms based on [10]: An \(n\)-disks erasure coded storage system is partitioned into \(k\) logic disks (denoted as \(D_0, D_1, \cdots, D_{k-1}\)) that keep original data, and \(m = n - k\) logic disks (denoted as \(P_0, P_1, \cdots, P_{m-1}\)) that store the parity information.

An erasure coded storage system is also partitioned into stripes, which are maximal sets of disk blocks that are independent on each other in terms of redundancy relations. Each block is partitioned into a fixed number of symbols, which are fixed-size units of data or parity information and the number is denoted as \(w\). We label the \(w\) symbols on the \(i\)th data disk as \(d_{i,0}, d_{i,1}, \cdots, d_{i,w-1}\), and on the \(i\)th parity disk as \(p_{i,0}, p_{i,1}, \cdots, p_{i,w-1}\). For example, Figure 1 shows a stripe of erasure code with \(n = 8, k = 6, m = 2,\) and \(w = 6\).

Generator Bitmatrix for Erasure Array Codes: All erasure array codes can be represented by the generator matrix product. We show an example of Caughy Reed-Solomon code with \(n = 6, k = 4, m = 2,\) and \(w = 3\) in Figure 2. As the figure shows, the \(kr\) data symbols are organized as a \(kr\)-element bit vector, while the generator matrix is a \(wn \times wk\) bit matrix. Based on the generator bitmatrix, we can easily compute all the parities information, i.e., computing the information of \(P_0\) to \(P_{m-1}\).
date of parities is more frequent. Some researches on RAID architectures and algorithms define these rotated stripes as a stack [13]. We follow this definition in this work.

![Figure 3: A widely used case of one stack in practical erasure coded storage systems.](image)

Figure 3 illustrates a widely used case of a stack with the mappings from logic disks to physical disks [7][9][10]. As it shows, in the first stripe, the first $k$ disks hold data, while the last $m$ disks store parities. When it comes to the $n$th stripe, the first disk and the last $m-1$ disks hold parities, while the other disks hold data. By rotated the mappings, each physical disk has the same probability to map with each logic disk, which is effective to alleviate the bottleneck on parity disks.

B. Related Work

The conventional method to recover from single failures is to select $k$ surviving disks and create a $kw$-element decoding bitmatrix from the corresponding rows of generator matrix. The product of the $wk$ symbols (in the $k$ surviving disks) and the converted decoding bitmatrix will generate the original $wk$ data symbols. In recent years, some researches have been proposed for improving the recovery speed. In this subsection, We will introduce these works.

Recovery Equations: A recovery equation is composed by a set of data symbols and parity symbols, whose XOR sum equal zero. If any symbol of the recovery equation is lost, we can reconstruct it by other survived symbols. For example, in Figure 2, $d_{0,0}$, $d_{1,0}$, $d_{2,0}$, $d_{3,0}$, and $p_{0,0}$ form a specific recovery equation.

When some subset $F$ of the symbols are failed, each failed symbol may belong to a group of recovery equations. We denote $E_{d_{i,j}}$ and $E_{p_{i,j}}$ as the maximum set of recovery equations that can be used to reconstruct $d_{i,j}$ and $p_{i,j}$, respectively. Suppose that the maximum set of all equations is $E_{all}$. For each equation $e_i \in E_{all}$, if $e_i \cap F = d_{i,j}$, then $e_i \in E_{d_{i,j}}$. Similarly, if $e_i \cap F = p_{i,j}$, then $e_i \in E_{p_{i,j}}$. Recovery equations will facilitate our discussion and can be used in finding the hybrid recovery solutions.

Hybrid Recovery Principle: Xiang et al. [5] first proposed a hybrid recovery method for RDP code. Thanks to the overlapping symbols, this method reduces up to 25% I/O cost than the conventional method. We now explain the hybrid recovery principle based on the example of Figure 2.

Suppose that $D_0$ is failed, we can recovery all the failed symbols under conventional recovery method as follow:

- $d_{1,0}$, $d_{2,0}$, $d_{3,0}$ and $p_{0,0}$ to recover $d_{0,0}$.
- $d_{1,1}$, $d_{2,1}$, $d_{3,1}$ and $p_{0,1}$ to recover $d_{0,1}$.
- $d_{1,2}$, $d_{2,2}$, $d_{3,2}$ and $p_{0,2}$ to recover $d_{0,2}$.

This method needs to read 12 symbols in total. However, if we use some parity symbols in $P_1$, the failed symbols can be reconstructed as follow:

- $d_{1,0}$, $d_{2,0}$, $d_{3,0}$ and $p_{0,0}$ to recover $d_{0,0}$.
- $d_{1,1}$, $d_{2,1}$, $d_{3,1}$ and $p_{0,1}$ to recover $d_{0,1}$.
- $d_{1,2}$, $d_{2,2}$, $d_{3,2}$ and $p_{1,2}$ to recover $d_{0,2}$.

Obviously, this method only needs to read 10 symbols, because $d_{1,1}$, $d_{2,0}$, and $d_{3,0}$ are used in recovering two failed symbols. Therefore, based on hybrid recovery principle, we can reduce the I/O cost on single failure recoveries.

Hybrid Recovery Methods: Besides [5], Wang et al. [14] proposed a similar method to minimize recovery I/O cost in EVENODD code [15]. Xu et al. [16] proposed another optimal method for X-Code [17] and have some extend investigate in stack-based recovery. However, this work require the disks to rotate by following the fixed method they proposed and actually this rotated method is rarely used in real systems. Moreover, this method is only applicable for X-Code.

Different from above methods, Khan et al. [7] proposed a general search-based hybrid recovery method for any erasure array code. This method can be simply considered in 3 steps: 1) calculate the set of failed symbols $F$; 2) calculate each $E_{d_{i,j}}$ or $E_{p_{i,j}}$ for each symbol of $F$; 3) enumerate all the feasible solutions based on $E_{d_{i,j}}$ and $E_{p_{i,j}}$, and search the optimal solution with the minimal I/O cost. Zhu et al. [18] proposed another general method to find out the approximate solution with polynomial complexity.

On the other hand, Luo et al. [8] pointed out that the recovery speed is due to the amount of read accesses on the heaviest loaded disk, and proposed two other general search-based algorithms to generate recovery schemes(C-Scheme and U-Scheme). Similar to Khan’s Scheme, C-Scheme searches the solution with the minimal I/O cost, but it has an extra condition that the read accesses on the heaviest loaded disk is the minimal. For example, as Figure 4 shows, when $D_0$ failed, the solutions in (a) and (b) satisfy the condition of the minimal I/O cost, but the I/O cost on the heaviest loaded disk ($D_1$ and $D_7$) of (b) is also the minimal. Therefore, Khan’s Scheme looks up the solution either in (a) or in (b), but C-Scheme finds the solution only in (b).

U-Scheme first searches the solutions with the minimal read accesses on the heaviest loaded disk, and then chooses the solution with the minimal total I/O cost. In Figure 4, U-Scheme finds out the solution in (c), because the I/O cost on the heaviest loaded disk is the minimal. The experiment
results in [8] shows that C-Scheme is faster than Khan’s Scheme, while U-Scheme is even faster than C-Scheme.

III. MOTIVATIONS

As referred above, most recovery methods are only applicable for a specific erasure code and consider the I/O cost in stripe level. Though Khan’s Scheme and Luo’s schemes are fit for any erasure array code, both of them pay all of their attention to the recovery only in the stripe level and things will be different when we re-consider this recovery problem in the stack level. In the following, we give our motivations.

Recovery in The Stack Level: Luo’s schemes well balance the load in each stripe. However, if the failed symbols in a stack can be reconstructed simultaneously, there is still room for the improvement of recovery speed. For example, let’s consider the code in Figure 2 with the mappings from logic disks to physical disks shown in Figure 3, and compare the recovery efficiency in the stripe level and in the stack level, respectively.

Figure 5(a) shows the recovery schemes derived from either Khan’s Scheme or Luo’s schemes for all 6 stripes (they find the same solutions for each stripe). Notice that for the second stripe ($S_1$), the heaviest loaded disk needs to afford 2 symbols’ accesses, while in each of other five stripes the heaviest loaded disk needs to fetch 3 symbols. If we recover every stripe independently, it needs to read 2 symbols in the second stripe and retrieve 3 symbols in each of other five stripes in the heaviest loaded disk. Suppose it needs $t$ seconds to read one symbol on average, the total time of above read process is $2t + 3t \times 5 = 17t$, because each disk will read symbols in parallel. Instead, if we simultaneously recover these 6 stripes, the heaviest loaded disk just needs to read 15 symbols, thus we only need $15t$ seconds to read the needed symbols of all 6 rotated stripes in the stack level.

Load Balancing among The Stack: When it comes to stack level, it is usually hard for existing recovery schemes to provide the well balanced I/O distribution, and this weakness will easily degrade the system’s reliability and performance. For example, Figure 5(b) gives another stack-based recovery scheme, which needs to access the same amount of symbols (63 symbols) as in Figure 5(a), but owns a lighter load on the busiest disk (only 14 symbols’ retrieval). This observation motivates us the necessity to design the recovery scheme with balanced I/O distribution.

Memory Optimization: Another important issue is the memory usage when designing stack-based recovery algorithms, because directly reading all the needed symbols of a whole stack into the memory seems inapplicable in real systems. For example, suppose a storage system consisting of 16 disks encoded by RDP code, in which the size of each symbol is $16MB$ (this setting is commonly used in many community [7][19]) and the rotated mappings follow...
Figure 3. Under this configuration, a stripe contains 4GB information (when \( w = 16 \)) and the stripe-based method needs the memory with the size of 3.75GB. When it comes to stack-level, if we directly access all required symbols like stripe-based method, the needed memory will expand to more than 48GB, which is unacceptable for most of modern storage servers.

Fortunately, each stripe is independently encoded. As long as all the needed symbols of a stripe are read, we can recover the lost symbols of this stripe, thus don’t have to wait until all symbols of the stack are read. This observation inspires us that the design of stack-based recovery algorithm should utilize the independence of each stripe, in order to achieve a reasonable memory usage while provide the similar recovery speed as directly accessing all required symbols.

IV. THE STACK-BASED RECOVERY ALGORITHMS

In this section, we will present the detailed design of our proposed algorithms, and analyze its complexity.

A. BP-Scheme

Motivated by the above section which indicates that there actually exist a recovery solution in the stack level to provide balanced I/O, we propose the following BP-Scheme to generate the stack-based recovery scheme based on simulated annealing algorithm. Simulated annealing is a generic probabilistic metaheuristic algorithm for addressing the global optimization problem in a large search space when the search space is discrete [11], and it is usually more efficient than enumeration-based algorithms because the goal is merely to find an acceptable solution rather than the best solution.

The key idea of our BP-Scheme is as follows (we assume a stack contains \( l \) stripes and let \( S_i \) (0 \( \leq i \leq l - 1 \)) be the \( i \)th stripe of the stack): 1) for each \( S_i \), we enumerate all feasible recovery solutions and find out the alternative solutions with proper I/O cost (like in Khan’s Scheme), and store them in a structure \( RS_i \); 2) For each \( RS_i \), we select one solution \( s_{i,j} \) as \( solution_i \), to compose the initial stack-based solution \( Solution \) of simulated annealing algorithm. It can be easily shown that \( Solution \) can recover all the lost symbols of a stack due to the fact that each \( S_i \) can be recovered by \( solution_i \); 3) generate \( Solution_{new} \) by sequentially replacing one \( solution_i \) (in \( Solution \)) with another \( s_{i,j} \) of \( RS_i \), and choose whether replace \( Solution \) with \( Solution_{new} \) based on simulated annealing algorithm. 4) repeat the third step, until the simulated annealing algorithm return a approximate optimal stack-based solution \( Solution \). The main steps of the BP-Scheme is shown in Algorithm 1.

In Algorithm 1, we first calculate the recovery equations of the failed symbols in each stripe based on a similar method as in [20] (see Step 3), and then enumerate all feasible recovery schemes based on \( E_{all} \) for each stripe by applying the similar method in [7] (Step 5). After that, we then define \( \alpha \) as the threshold value and store all the schemes that need to read \([\text{minimal}_i, \text{minimal}_i + \alpha]\) symbols in \( RS_i \) (Step 6-11). Notice that the value of \( \text{minimal}_i \) will be iteratively updated when the algorithm goes on. When the initiation completes, we re-consider each solution in \( RS_i \), exclude the solution from \( RS_i \) if it needs to read more than \( \text{minimal}_i + \alpha \) symbols (Step 13-17), and keep all feasible recovery solution of each stripe that requires \([\text{minimal}_i, \text{minimal}_i + \alpha]\) in each \( RS_i \).

In the next stage (Step 20-41), we employ the simulated annealing algorithm to obtain the balanced stack-based recovery solution. Specifically, we first initiate three parameter \((K,T,M)\) that will be used in simulated annealing algorithm (Step 20), where \( M \) is the end-condition. We then define the stack-based solution as \( Solution \), which is composed of

---

**Algorithm 1** Balancing Prior Scheme (BP-Scheme)

\[
\begin{align*}
1: & \quad \text{initial parameter } \alpha \\
2: & \quad \text{for each } S_i \ (i \in [0, l - 1]) \text{ do} \\
3: & \quad E_{all} \leftarrow \text{Calculate all recovery equations} \\
4: & \quad \text{minimal}_i = \text{int}_\text{max} \\
5: & \quad \text{for each } s_{i,j} \leftarrow E_{all} \text{ do} \\
6: & \quad \text{if } |s_{i,j}| \leq \text{minimal}_i + \alpha \text{ then} \\
7: & \quad \text{RS}_i \leftarrow s_{i,j} \\
8: & \quad \text{if } |s_{i,j}| < \text{minimal}_i \text{ then} \\
9: & \quad \text{minimal}_i = |s_{i,j}| \\
10: & \quad \text{end if} \\
11: & \quad \text{end if} \\
12: & \quad \text{end for} \\
13: & \quad \text{for each } s_{i,j} \in \text{RS}_i \text{ do} \\
14: & \quad \text{if } |s_{i,j}| > \text{minimal}_i + \alpha \text{ then} \\
15: & \quad \text{remove } s_{i,j} \text{ from RS}_i \\
16: & \quad \text{end if} \\
17: & \quad \text{end for} \\
18: & \quad \text{end for} \\
19: & \quad \text{end for} \\
20: & \quad \text{initial parameter } K, T, \text{ and } M \\
21: & \quad \text{Solution} \leftarrow \text{RS}_{all} \\
22: & \quad \text{de} = \text{cal_energy(Solution)} \\
23: & \quad \text{remain_times} = M \\
24: & \quad \text{for } i = 0 \text{ to } l - 1 \text{ do} \\
25: & \quad \text{for each } s_{i,j} \in \text{RS}_i \text{ do} \\
26: & \quad \text{Solution}_{new} = \text{replace_state(Solution, } s_{i,j}, i) \\
27: & \quad \text{de}_{new} = \text{cal_energy(Solution}_{new}) \\
28: & \quad \Delta t = \text{de}_{new} - \text{de} \\
29: & \quad \text{if } \Delta t > 0 \text{ or exp(} \Delta t/T) > \text{rand()}\text{/rand_max} \text{ then} \\
30: & \quad \text{Solution} = \text{Solution}_{new} \\
31: & \quad \text{de} = \text{de}_{new} \\
32: & \quad \text{remain_times} = M \\
33: & \quad \text{if } \Delta t < 0 \text{ then} \\
34: & \quad T = K \times T \\
35: & \quad \text{end if} \\
36: & \quad \text{else} \\
37: & \quad \text{remain_times} = - - \\
38: & \quad \text{end if} \\
39: & \quad \text{end for} \\
40: & \quad \text{end for} \\
41: & \quad \text{Repeat Steps 24-40 until remain_times == 0} \\
42: & \quad \text{Return Solution}
\end{align*}
\]
\{Solution_0, Solution_1, \ldots, Solution_{l-1}\} selected from \(RS_{all}\). That is to say, a feasible stripe-based solution \(s_{i,j}\) is chosen from \(RS_i\) to act as the \(Solution_i\). After constructing the primary \(Solution\), we calculate its energy and set the end-condition (Step 21-23).

The following steps will iteratively optimize the \(Solution\) by using the standard simulated annealing algorithm. First, another feasible solution \(\text{\(Solution_{\text{new}}\)}\) will be generated by replacing current \(Solution_i\) with another \(s_{i,j}\) (Step 26), and both its energy and the energy gap will be subsequently calculated (Step 27-28). Based on \(\Delta t\) and \(T\), we determine whether replace \(Solution\) with \(\text{\(Solution_{\text{new}}\)}\). If the replacement is adopted and the condition \(\Delta t < 0\) establishes, we then change \(T\) to \(K \times T\) according to the simulated annealing algorithm (Step 33-34). This chosen process will be repeated until the \(\text{\(remain\_times\)} = 0\) (Step 24-40), i.e., the algorithm can not find another solution after trying \(M\) times. Finally, the BP-Scheme returns the near optimal solution \(Solution\), which is the balanced stack-based recovery scheme we are pursuing.

### B. Rotated Recovery Algorithm (RR-Algorithm)

In BP-Scheme, we find out a near-optimal solution \(Solution\) for recovering the lost symbols in stack-level. However, as referred in Section III, directly applying BP-Scheme (stack-based scheme) and simultaneously reading all needed symbols in each stack will take up a considerable size of memory, which is usually \(l\) times larger than the used memory in the stripe-based recovery algorithm. To address this weakness, we design and implement Rotated Recovery Algorithm (RR-Algorithm), in order to save memory space while providing the similar recovery speed as simultaneously reading all needed symbols.

The key idea of RR-Algorithm is to set a parameter \(\beta\) for denoting the amount of symbols that will be read in each I/O process, and to run two threads (read thread and recovery thread) simultaneously. The read thread retrieve the needed symbols all the way, until the rest memory is not enough for each disk read \(\beta\) symbols. The recovery thread will recalculate the information of the lost symbols of each stripe when all needed symbols of this stripe are read, because the encoding of each stripe is independent. The detailed procedures of our algorithm is presented in Algorithm 2.

In Algorithm 2, we initiate three essential parameters: \(\text{\(read\_sche\)}, \text{\(reco\_sche\)}\) records the needed symbols and the XOR relationship to recover each lost symbol respectively, which are generated by BP-Scheme; \(\beta\) is the number of symbols that will be read in each parallel I/O process.

Afterwards, two variants \(\text{\(read\_str\)}\) and \(\text{\(reco\_str\)}\) are defined. \(\text{\(read\_str\)}\) represents the stripe, in which all the needed symbols for the recovery has been currently retrieved, while \(\text{\(reco\_str\)}\) records the number of stripes that has finished the recovery. These two variants are set to be 0 at the beginning.

During the recovery, two threads are simultaneously executed, where the read thread will take the constant number of \(\beta\) symbols from the disks into the memory (Step 6-9) and the other thread will repair the lost symbols based on the symbols in the memory (Step 11-17). The read thread will repeat until all the requested symbols are all read (when the memory is not enough, it will wait for recovery thread free memory). The recovery thread will recover lost symbols in the stripe \(\text{\(reco\_str\)}\) (Step 13), free the useless memory (Step 14), and increase the value of \(\text{\(reco\_str\)}\) by 1. These two processes will go on until all the lost symbols in the stack have been recovered.

### C. The Searching Complexity

We now compare the complexity of BP-Scheme with Khan’s Scheme in the rotated scenarios. Suppose a stack contains \(l\) different logic disk failed cases, both Khan’s Scheme and the first stage of BP-Scheme (Step 1-18) need to search \(l\) disk failed cases by enumerating all feasible stripe-based solutions, thus their complexity are close. Furthermore, since simulated annealing algorithm is polynomial time, the other stage of BP-Scheme is polynomial time as well, which is negligible in front of the first stage. Therefore, the complexity of BP-Scheme and Khan’s Scheme are close.

To verify our analysis, we evaluate the searching time of both BP-Scheme and other search-based schemes. We consider RDP code, EVENODD code, Liberation code, Generalize RDP code and STAR code with 16 disks, because the searching time of each recovery algorithm is modest.

Table I shows the running time of different recovery schemes. As it shows, the time overhead of BP-Scheme is extremely close to Khan’s Scheme: BP-Scheme is just 0-9 seconds slower than Khan’s Scheme. On the other hand, Luo’s U-Scheme is slower than other schemes, because the complexity of calculating the I/O cost on the heaviest loaded disk is much higher than calculating the total I/O cost.
Table I: The time overhead of different recovery schemes in various codes with 16-disks

<table>
<thead>
<tr>
<th>Code</th>
<th>Khan’s</th>
<th>Luo’s</th>
<th>BP-Scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blaum-Roth</td>
<td>9s</td>
<td>11s</td>
<td>12s</td>
</tr>
<tr>
<td>RDP</td>
<td>42s</td>
<td>66s</td>
<td>44s</td>
</tr>
<tr>
<td>EVENODD</td>
<td>682s</td>
<td>653s</td>
<td>682s</td>
</tr>
<tr>
<td>Liberation</td>
<td>16s</td>
<td>31s</td>
<td>19s</td>
</tr>
<tr>
<td>STAR</td>
<td>257s</td>
<td>379s</td>
<td>260s</td>
</tr>
<tr>
<td>Generalized RDP</td>
<td>3060s</td>
<td>6230s</td>
<td>3069s</td>
</tr>
</tbody>
</table>

V. ANALYSIS OF RECOVERY SPEED

In this section, we will analyze the recovery speed of different schemes theoretically. The goal of our analysis is to illustrate that BP-Scheme provides much higher recovery speed than Khan’s Scheme and Luo’s schemes, while achieves the approximate recovery speed to the lower bound in the stack-level. We select the scenario that a stack contains $n$ different stripes shown in Figure 3, because it is commonly used in erasure code community [7][9][10].

A. The Analysis Metrics

We analyze the recovery speed of different schemes by defining the recovery factor. Furthermore, we deduce the lower bound of recovery factor based on pigeonhole principle, for analyzing the gap between the recovery factor of BP-Scheme and the theoretical optimal recovery factor in the stack-level.

Recovery Factor: We define recovery factor as the total amount of parallel read accesses divide the total number of symbols of each disk in a stack (i.e., $n \times w$), where one parallel read access means each disk parallel reads one symbol. For example, we consider the example in Figure 5(a): if we recover each stripe independently; it needs 2 parallel read accesses in the second stripe and 3 parallel read accesses in other stripes, thus the recovery factor is $(3 + 2 + 3 + 3 + 3)/18 = 0.944$; if we simultaneously recover all $n$ stripes of the stack, the recovery factor is $15/18 = 0.833$.

We denote $\text{max\_read}_i$ as the maximum symbols that need to be read on the heaviest disk of stripe $S_i$ ($0 \leq i \leq n - 1$), and denote $\text{max\_read\_all}$ as the maximum symbols required on the heaviest loaded disk of a stack. Under these definitions, if we use stripe-based method (Like Khan’s Scheme and Luo’s schemes), the recovery factor can be represented in mathematics as follow.

$$\text{recovery\_factor} = \frac{\sum_{i=0}^{n-1} \text{max\_read}_i}{nw}$$ (1)

However, if we use stack-based method, the recovery factor will be calculated by the following equation.

$$\text{recovery\_factor} = \frac{\text{max\_read\_all}}{nw}$$ (2)

It is easy to deduce that recovering one failed symbol needs recovery\_factor parallel read accesses on average. Therefore, the recovery speed should be linear with $\text{recovery\_factor}^{-1}$, because both recalculating broken symbols and rewriting to the new disk can be processed in parallel with the reading process [18].

Lower Bound: We deduce a lower bound for evaluating the theoretical minimum recovery factor in stack-level by the following equation.

$$\text{Lower\_Bound} = \left[\frac{\sum_{i=0}^{n-1} \text{minimal}_i}{(n - 1)}\right]/nw$$ (3)

In Equation (3), $\sum_{i=0}^{n-1} \text{minimal}_i$ is the minimal number of symbols that requires in a stack, while $n - 1$ presents the survived $n - 1$ physical disks. According to pigeonhole principle, at least one physical disk needs to read $\left[\frac{\sum_{i=0}^{n-1} \text{minimal}_i}{(n - 1)}\right]$ symbols, thus both the $\sum_{i=0}^{n-1} \text{max\_read}_i$ and max\_read\_all must no less than $\left[\frac{\sum_{i=0}^{n-1} \text{minimal}_i}{(n - 1)}\right]$. Therefore, the recovery factor in any erasure array codes must no less than $\left[\frac{\sum_{i=0}^{n-1} \text{minimal}_i}{(n - 1)}\right]/nw$. For example, in the case of Figure 5(a), the lower bound is $\left[\frac{(10+9+10+10+12+12)/5}{18x3}\right] = 0.7$.

B. The Analysis Methodology

We select RDP code [6], Liberation code [9], and STAR code [24] to compare our BP-Scheme with Khan’s Scheme and Luo’s schemes, because these schemes can adapt for any erasure array codes and other schemes like in [5] can be found by either of these schemes. Furthermore, for Luo’s schemes, we select the U-Scheme as comparison, due to that U-Scheme achieves higher recovery speed than C-Scheme. The parameter of the analyzed codes are shown in Table II. Moreover, to clarify the gap between these schemes, all our results normalize the value of lower bound as one.

For Khan’s Scheme and Luo’s U-Scheme, we calculate the recovery factor based on Equation (1). For BP-Scheme, we select parameter $T = 1$, $K = 0.999$, and $\alpha = \left[\text{minimal}_i/100\right]$ to assure that the I/O cost is small, and compute the recovery factor based on Equation (2). This is because Khan’s Scheme and Luo’s U-Scheme are stripe-based, while BP-Scheme is stack-based.

C. The Analysis Results

Figure 6 shows the recovery factor in different erasure codes. As it shows, BP-Scheme provides lower recovery factor than Khan’s Scheme and Luo’s U-Scheme, while very close to the lower bound. Specifically, for RDP code, BP-Scheme provides 3.4% to 22.8% less recovery factor than Khan’s Scheme, 3.4% to 9.0% less than Luo’s U-Scheme, and only 0 to 3.5% more than lower bound. Since the recovery speed should be linear with recovery\_factor$^{-1}$, BP-Scheme will achieve 3.5% to 29.5% higher recovery speed than Khan’s Scheme, 3.5% to 9.9% higher recovery speed than Luo’s U-Scheme, and only 0 to 3.5% slower than the optimal recovery speed.
For STAR code, BP-Scheme achieves only 0 to 4.3% higher recovery factor than the lower bound when \( n = 8 \) to 16, but suffers 12.5% higher than the lower bound when \( n = 7 \). This is because the recoveries from parity disk failures cause intensive I/O in the adjacent physical disks of the failed physical disk, which is hard to balance when \( n \) is small. Compared with Khan’s Scheme and Luo’s U-Scheme, BP-Scheme provides up to 36.0% less recovery factor, which indicates that BP-Scheme is much faster than these schemes.

Furthermore, since the lower bound is calculate by pigeonhole principle, it is probably that the optimal solution also cannot achieve the lower bound. Therefore, combined with above analysis, BP-Scheme will achieve very good recovery speed in single disk failure recovery.

**Table II: The erasure codes and their parameters we tested** (For each \( k \), we select the smallest \( w \) if they are matched.)

<table>
<thead>
<tr>
<th>Code</th>
<th>( m )</th>
<th>( k )</th>
<th>( w )</th>
<th>Restrictions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Caughy-RS [25]</td>
<td>2</td>
<td>5-14</td>
<td>8</td>
<td>( w + 1 ) prime &gt; ( k )</td>
</tr>
<tr>
<td>Blaum-Roth [22]</td>
<td>2</td>
<td>5-14</td>
<td>6-16</td>
<td>( w + 1 ) prime &gt; ( k )</td>
</tr>
<tr>
<td>RDP [6]</td>
<td>2</td>
<td>5-14</td>
<td>6-16</td>
<td>( w + 1 ) prime &gt; ( k )</td>
</tr>
<tr>
<td>EVENODD [15]</td>
<td>2</td>
<td>5-14</td>
<td>4-16</td>
<td>( w + 1 ) prime ( \geq k )</td>
</tr>
<tr>
<td>Liberation [9]</td>
<td>2</td>
<td>5-14</td>
<td>7-17</td>
<td>( w ) prime ( \geq k )</td>
</tr>
<tr>
<td>Caughy-RS* [25]</td>
<td>3</td>
<td>4-13</td>
<td>8</td>
<td>None</td>
</tr>
<tr>
<td>Generalized RDP [23]</td>
<td>3</td>
<td>4-13</td>
<td>4-16</td>
<td>( w + 1 ) prime &gt; ( k )</td>
</tr>
<tr>
<td>STAR [24]</td>
<td>3</td>
<td>4-13</td>
<td>4-12</td>
<td>( w + 1 ) prime ( \geq k )</td>
</tr>
</tbody>
</table>

### VI. Experiment Evaluations

We have built a number of experiments to evaluate the efficiency of single disk failure recovery with different recovery schemes. We implement Khan’s Scheme, Luo’s U-Scheme and BP-Scheme by C++ language, and implement all erasure codes of Table II in real storage nodes based on Jerasure-1.2 library [12], which is an open source library and commonly used in erasure code community [10]. The mappings from logic disks to physical disks in our storage system follow Figure 3, which is a commonly used choice in erasure code community [7][9][10]. To eliminate the influence of parallelism, we implement Khan’s Scheme and Luo’s U-scheme by a parallel recovery method like in [18], i.e., read process and recovery process are run concurrently.

#### A. Experimental Setup

Our experiments are run on a machine and a disk array. The hardware environment of the machine is X5472 processor and 12GB memory. The disk array contains 16 Seagate/Savvio 10K.3 SAS disks, where the model number is ST 9300603SS. Each disk has 300GB capability and 10000rpm. The machine and disk array are connected by a fiber cable with 800MB bandwidth. The operation system of the machine is SUSE with Linux fs91 3.2.16. Our experiments set each symbol with a size of 16MB, which is a typical choice in storage systems [7][19]. All tests mirror the configurations in Table II, evaluating a series of erasure codes with \( k = 7 \) to 16 and \( m = 2, 3 \). For each \( k \), we choose the smallest \( w \) of the table if they are permitted. In addition, we select the parameter \( \beta = w \) for RR-Algorithm.

#### B. Evaluating of Recovery Speed

We evaluate the recovery speed of BP-Scheme by comparing with Khan’s Scheme and Luo’s U-Scheme. The goal of these experiments is to verify our theoretical analysis and to demonstrate that BP-Scheme achieves higher recovery speed than these schemes. For each erasure code, we consider 20 stacks and each stack contains \( n \) stripes, thus we have to recover up to 87.04GB data from the failed physical disk. To clarify the gap between these schemes, all our evaluation results normalize the value of Luo’s U-Scheme as one.

**Recovery Speed in Different Codes with \( m = 2 \)**: Figure 7 shows the recovery speed for various \( m = 2 \) erasure codes with different schemes and illustrates that BP-Scheme provides much higher recovery speed than Khan’s Scheme and Luo’s U-Scheme. Specifically, BP-Scheme gains 17.7% to 26.5% higher speed than Khan’s Scheme, and 10.6% to 18.7% higher speed than Luo’s U-Scheme in Caughy Reed-Solomon code; achieves 16.5% to 23.7% higher speed than Khan’s Scheme, and 7.4% to 20.3% higher speed than Luo’s U-Scheme in Blaum-Roth code.

The improvement in various codes are different due to the fact that each codes have its own properties. For RDP code, Xiang et al in [5] has proved that it can achieve well balancing in each stripe under the standard forms (i.e., \( n = 8, 12, 14 \), while other forms also have well balanced stripe-
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We now consider the erasure codes with $m = 3$. Figure 8 shows the experiments results and illustrates that BP-Scheme provides higher recovery speed than Khan’s Scheme and Luo’s U-Scheme. Specifically, BP-Scheme provides 23.5% to 32.5% higher speed than Khan’s Scheme and 18.5% to 29.8% higher speed than Luo’s scheme in Caughy Reed-Solomin code, while achieves 24.7% to 38.9% higher speed than Khan’s Scheme and 17.5% to 34.8% higher speed than Luo’s Scheme in STAR code.

The amount of disks is another important factor in $m = 3$ codes, because each code with distinct amount of disks will provide different balancing. For example, in 12-disks Generalized RDP code, the improvement between BP-Scheme and Luo’s Scheme is only 6.4%, because this code has well balanced stripe-based solution in each stripe when $n = 12$ and that can be found by Luo’s U-Scheme. In other cases of $n$, it does not have well balanced stripe-based solution and thus we can improve the recovery speed by balancing the I/O among the stripes of each stack. On the other hand, the improvement in $m = 3$ codes is much higher than in
$m = 2$ codes, because $m = 3$ codes have two parity disk failed cases. When suffering from parity disk failures, the number of symbols that requires on heaviest loaded disk in Khan’s Scheme and Luo’s U-Scheme is $n$, which is not well balanced. However, BP-Scheme can balance them in other corresponding stripes, thus provide much higher speed.

In summary, BP-Scheme provides 12.6% to 38.9% higher recovery speed than Khan’s Scheme, while gains 6.4% to 34.8% higher recovery speed than Luo’s U-Scheme. The results indicate that our proposed scheme provides much better performance than these schemes.

C. Evaluating of Memory Overhead

We now evaluate the memory overhead with the goal of illustrating that the memory overhead of BP-Scheme (under RR-Algorithm) is acceptable.

Table III: The memory overhead of different recovery schemes in various codes with 16-disks (unit:MB)

<table>
<thead>
<tr>
<th>Code</th>
<th>Khan’s</th>
<th>Luo’s</th>
<th>BP-Scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blaum-Roth</td>
<td>3840</td>
<td>3840</td>
<td>9264</td>
</tr>
<tr>
<td>RDP</td>
<td>3840</td>
<td>3840</td>
<td>8208</td>
</tr>
<tr>
<td>EVENODD</td>
<td>3840</td>
<td>3840</td>
<td>8880</td>
</tr>
<tr>
<td>Liberation</td>
<td>4080</td>
<td>4080</td>
<td>10000</td>
</tr>
<tr>
<td>STAR</td>
<td>2688</td>
<td>2688</td>
<td>7824</td>
</tr>
<tr>
<td>Generalized RDP</td>
<td>3584</td>
<td>3584</td>
<td>8464</td>
</tr>
</tbody>
</table>

Table III illustrates the minimal memory overhead of each scheme in distinct codes with 16-disks. As it shows, BP-Scheme uses 1-2 times more memory than Khan’s Scheme and Luo’s U-Scheme. This is because stack-based recovery method needs to simultaneously consider multiple stripes rather than only one stripe, and thus needs more memory space. Fortunately, even when $n = 16$, the memory overhead of each code is less than 10G, which is acceptable in state-of-the-art servers.

VII. CONCLUSIONS

In this paper, we have proposed a recovery generation scheme (BP-Scheme), to improve the speed on single disk failure recovery in the stack-level. BP-Scheme is a search-based algorithm, which first enumerates all the feasible solutions of each stripe to seek for a set of alternative stripe-based solutions, and then finds out a near-optimal stack-based recovery scheme based on simulated annealing algorithm. We also proposed a rotated recovery algorithm (RR-Algorithm) for BP-Scheme realization to reduce the memory overhead. Through a series of rigorous statistic analysis and intensive evaluations on a real system, the results demonstrate that BP-Scheme gains much higher recovery speed than other existing schemes.
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