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Abstract—One recent technical challenge facing the designers of erasure-coded storage systems is how to prevent silent data corruptions from propagating during data reconstruction. This paper proposes a new technique of exploiting erasure-coded storage systems to cope with silent data corruptions during data reconstruction. To develop a data reconstruction method that can prevent silent data corruptions from propagating, we first define the consistency of a strip group and then study the impact of silent data corruptions on the consistency of strip groups. Based on the conclusions obtained from the study, an efficient adaptive data reconstruction method is developed for data reconstruction in the presence of silent data corruptions. A performance analysis of our new data reconstruction method is then made using a probabilistic method. Our results show that the overall performance impact of our data reconstruction method is negligible in practical systems. A comparison of techniques for coping with silent data corruptions in erasure-coded storage systems is also made. The comparison shows that the technique based on our data reconstruction method is a better choice to cope with silent data corruptions when periodic validation is used in an erasure-coded storage system.
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1 INTRODUCTION

Data availability and reliability have become the primary concern of most business and government organizations. Unexpected data loss or corruption can sometime be seen as a catastrophic incident to these organizations.

However, as today’s storage systems grow in size and complexity, they are increasingly confronted with concurrent disk failures [1], [2] together with multiple unrecoverable sector errors [3], [4], [5]. To prevent data loss caused by these disk errors, redundancy technologies are commonly used in modern storage systems. Among these technologies, erasure coding [6] is one of the most attractive technologies because of its high fault tolerance and optimal (or approximately optimal) storage efficiency. It has been widely adopted in RAID subsystems [7], [8] and various fault-tolerant storage systems, such as OceanStore [9], Glacier [10], FAB [11], PASIS [12], [13], RobuSTore [14], Pergamum [15], Cleversafe [16], Allmydata [17], and Permabit [18]. We call such storage systems as erasure-coded storage systems. In erasure-coded storage systems, when some detectable errors (including disk failures and unrecoverable sector errors) occur, the lost data caused by them can be reconstructed from the redundant data encoded by erasure codes.

Unfortunately, there also exist a significant number of silent data corruptions [19], [20], [21], [22], [23], [24], [25] (where the data is silently corrupted with no indication from the disk array subsystem that an error has occurred) in erasure-coded storage systems. A detailed introduction to silent data corruptions in erasure-coded storage systems will be given in Section 2.2. Silent data corruptions are much more dangerous than detectable errors because they cannot be directly detected and thus will not be recovered by erasure-coded storage systems. More seriously, silent data corruptions can propagate during data reconstruction when we reconstruct lost data using a traditional data reconstruction method (such as the method proposed in [26]) that only considers the issues of detectable errors. The traditional data reconstruction method even can change some detectable errors into silent data corruptions during data reconstruction, giving rise to a ripple effect for silent errors. This further accelerates the increase of silent data corruptions. If the number of silent data corruptions increases to a certain extent, they can even cause unrepairable system errors, resulting in unexpected loss. To prevent this from happening, silent data corruptions should be prevented from propagating during data reconstruction. Meanwhile, they are expected to be recovered simultaneously with detectable errors during data reconstruction. Therefore, one technical challenge facing the designers of erasure-coded storage systems is how to prevent such silent data corruptions from propagating while lost data is being reconstructed.

To cope with this challenge, the traditional method is to co-locate metadata with disk data in an attempt to make silent data corruptions detectable [20], [23], [24]. This metadata can contain various types of extra information, such as checksums or version numbers, which can be used to detect certain types of silent data corruptions. In erasure-coded storage systems, only the information obtained in the RAID-like layer is expected to be contained in this metadata according to the design principle of an abstraction layer framework. However, the metadata method has a remarkable drawback: it requires additional storage overhead to store metadata and thus can involve additional I/O overhead during write operations. Besides,
since collocating metadata with disk data complicates the process of each update operation, it thus can increase the chance of update failures, which may cause new silent data corruptions in reverse. In addition, as will be shown in this paper, the metadata method also has a defect: it cannot detect all kinds of silent data corruptions that occur in the RAID-like layer.

With the limitations of the metadata method, the question is: Can we find a method that does not require collocating metadata with disk data but can still prevent silent data corruptions from propagating during data reconstruction? This paper will give an answer to this question.

We noticed that besides the ability to recover from detectable errors, erasure-coded storage systems also have the ability to recover from silent data corruptions. In coding theory [27], it is well known that a $k$-of-$(k + m)$ erasure code has the ability to tolerate $f$ lost strips together with $r$ silently corrupted strips, where $f + 2r < m$. Furthermore, our study in this paper reveals that the actual ability of an erasure code to tolerate errors is often much beyond this upper bound. Thus, erasure-coded storage systems also can be exploited to deal with silent data corruptions. Based on this property, we can develop a systematic way to cope with silent data corruptions during data reconstruction.

This paper presents, for the first time, a mathematical formulation and a thorough analysis of the propagation of silent data corruptions during data reconstruction in erasure-coded storage systems. Our analysis shows that the propagation probability of silent data corruptions is very high when we use a traditional data reconstruction method to reconstruct lost data. This reinforces the need for a new data reconstruction method to prevent silent data corruptions from propagating.

In the process of developing such a data reconstruction method, this paper first defines the consistency of a strip group, which is a metric indicating whether all the strips contained in the strip group hold the parity computation relations of the adopted erasure code. Then, a systematic study on the impact of silent data corruptions on the consistency of strip groups is presented. Based on the conclusions obtained from the study, an efficient adaptive data reconstruction method that can cope with both lost strips and silently corrupted strips is then developed. To the best of the authors’ knowledge, this is the first data reconstruction method that addresses the issues of silent data corruptions for erasure-coded storage systems. We then show when we can correctly reconstruct lost data using the new data reconstruction method and that the actual ability of an erasure code to tolerate errors is often much beyond the well-known upper bound that $f + 2r < m$. To understand the overall performance impact of the new data reconstruction method in practical systems, this paper also makes a performance analysis using a probabilistic method. The results show that the overall performance impact of the new data reconstruction method is negligible in practical systems.

Finally, this paper makes a comparison of techniques for coping with silent data corruptions in erasure-coded storage systems. Two kinds of techniques that can be integrated into the RAID-like layer, i.e., the traditional metadata techniques and the new technique based on the new data reconstruction method, are compared. These two kinds of techniques make different tradeoffs among cost, performance, and effectiveness. The comparison shows that the technique based on the new data reconstruction method is a better choice to cope with silent data corruptions when periodic validation is used in an erasure-coded storage system.

The paper is organized as follows: Next section gives the necessary background and describes the problem of the propagation of silent data corruptions during data reconstruction. In Section 3, we first define the consistency of a strip group and then study the impact of silent data corruptions on the consistency of strip groups. An efficient adaptive data reconstruction method that can cope with both lost strips and silently corrupted strips is then developed in Section 4. In Section 5, we study the overall performance impact of the new data reconstruction method in practical systems. Section 6 makes a comparison of techniques for coping with silent data corruptions in erasure-coded storage systems. Some related work on silent data corruptions is then discussed in Section 7. Finally, Section 8 concludes the paper.

2 BACKGROUND AND PROBLEM DESCRIPTION

2.1 Erasure Codes—A Brief Overview

In this subsection, we provide a brief overview of erasure codes [6]. We begin with the definition of three basic terms that are widely used in the literature of erasure codes:

- **Element**: A fundamental unit of data or parity that can be a bit, a byte, a sector, or a larger disk block. This is the building block of an erasure code. In coding theory [27], this is the data that is assigned to a bit within a code symbol.
- **Strip**: A maximum set of data and parity elements that are dependently related by the parity computation relations of an erasure code. This is synonymous with a *code word* [27] in that it is a complete word of an erasure code and is independent of any other word.
- **Strip**: A maximum set of elements within a stripe that are on the same disk. In coding theory [27], this is the data mapped to a code symbol.

Here, we also define the term **strip group** that is often used in this paper:

- **Strip Group**: A group of strips within a stripe; denoted by $G$.

Fig. 1 shows a representation of our notions of element, strip, and stripe in a typical horizontal erasure code (in which data and parity elements within a stripe are stored on separate strips).

1. Compared with the term *chunk* that is often used in striped disk arrays to define the granularity of data or parity from a single disk, *strip* is a stricter term whose application scope is limited to erasure-coded storage systems.
Many erasure codes have been proposed over the last 40 years, especially during the last 20 years. Plank [6] classifies them into three categories: Reed-Solomon codes [28], [29], [30], parity array codes [32], [33], [34], [35], [36], [37], [38], [39], [40], [41], [42], and Low Density Parity Check (LDPC) codes [43], [44], [45], [46], [47]. Note that although there also exist other families of erasure codes that do not belong to Plank’s classification, such as GRID codes proposed by Li et al. [48], to simplify our discussion, we still use Plank’s classification and only consider the three categories of erasure codes mentioned in [6]. Among these three categories of erasure codes, Reed-Solomon codes and parity array codes are much more suitable for storage systems than LDPC codes and have been employed for fault tolerance in most practical systems [7], [8], [9], [10], [15], [16], [17], [18]. Besides, horizontal codes (such as Reed-Solomon codes) seem to be more popular because they store data and parity elements on separate strips and can be implemented more flexibly. Thus, in this paper, we focus our attention on Reed-Solomon codes and horizontal parity array codes. Moreover, we focus our discussion primarily on Maximum Distance Separable (MDS) codes 2 since they are typical representatives among all horizontal codes. Therefore, throughout this paper, when referring to erasure codes, we always mean MDS horizontal erasure codes.

In general, a \( k \)-of-\((k + m) \) erasure code encodes a stripe of data into \( n = k + m \) strips that are of the same size, such that any \( k \) strips can be used to reconstruct the original user data. We use \( D \) and \( P \) to denote the set of data strips and the set of parity strips (i.e., \( D = \{ D_0, D_1, \ldots, D_{k-1} \} \) and \( P = \{ P_0, P_1, \ldots, P_{m-1} \} \)), respectively. When a write operation updates a data strip, it should update all the corresponding parity strips at the same time. This process should be atomically implemented. When \( m \) or fewer strips are lost, they can be reconstructed from any combination of \( k \) strips chosen from the set of the remaining strips.

All erasure codes can be represented by binary matrices that are the basic structures upon which we perform encoding and decoding. In a \( k \)-of-\((k + m) \) erasure code, suppose there are \( w \) elements in each strip (see Fig. 1). We can use a \( w(k + m) \times wk \) binary matrix to perform encoding (see Fig. 2). The transpose of this matrix is called as a generator matrix, denoted by \( G \). Then, the binary matrix in Fig. 2 is \( G^T \). As shown in Fig. 2, \( G^T \) has a specific format. Its first \( wk \) rows form a \( wk \times wk \) identity matrix. The next \( wm \) rows consist of \( mk \) matrices, each of which is a \( w \times w \) binary matrix (denoted by \( X_{i,j} \)). Thus, \( G^T \) can be expressed as

\[
G^T = \begin{pmatrix} I \\ X \end{pmatrix},
\]

where \( I \) is a \( wk \times wk \) identity matrix, and \( X = (X_{i,j})_{mk \times k} \).

Let two binary matrices \( D \) and \( P \) represent the data and parity in a stripe \( S \), respectively. Then, \( S \) is expressed as

\[
S = \begin{pmatrix} D \\ P \end{pmatrix}.
\]

Suppose there are \( l \) bits in each element. Then, \( D \) and \( P \) can be expressed as \( D = (D_i)_{k \times l} \) and \( P = (P_j)_{m \times l} \), respectively, where \( D_i \) and \( P_j \) are two \( w \times l \) binary matrices corresponding to a data strip and a parity strip, respectively. During data encoding, we calculate \( S \) by the expression \( S = G^T \cdot D \).

Then, it is clear that \( P = X \cdot D \). Consequently, we have the following binary linear equations:

\[
\begin{align*}
X_{0,0}D_0 + X_{0,1}D_1 + \cdots + X_{0,k-1}D_{k-1} &= P_0, \\
X_{1,0}D_0 + X_{1,1}D_1 + \cdots + X_{1,k-1}D_{k-1} &= P_1, \\
& \vdots \\
X_{m-1,0}D_0 + X_{m-1,1}D_1 + \cdots + X_{m-1,k-1}D_{k-1} &= P_{m-1}.
\end{align*}
\]

Any square submatrix of the coefficient matrix of the above equations should be an invertible matrix. When \( m \) or fewer strips are lost, we can reconstruct them by solving the above equations using the matrix method proposed in [26].

### 2.2 Silent Data Corruptions in Erasure-Coded Storage Systems

In an erasure-coded storage system, the disk array subsystem consists of two layers: the disk drive layer and the RAID-like layer (see Fig. 3). Here, the RAID-like layer can be implemented either in software or in hardware. These two layers both can cause silent data corruptions.

In the disk drive layer, disk drives can experience errors that are undetected by the drive—which is referred to as Undetected Disk Errors (UDEs) in [24]. UDEs are caused by various disk-related firmware and hardware malfunctions. According to when they are caused, Hafner et al. [24] divides UDEs into two classes: Undetected Read Errors (UREs) and Undetected Write Errors (UWEs). It should be noted that for either UREs or UWEs, the symptoms for applications are the same—stale or corrupted data 3 returned for a read operation. Typically, the effects of UREs

3. The difference between stale data and corrupted data is that stale data is correct but out-of-date data, while corrupted data is incorrect data.
are transient, while the effects of UWEs persist. Thus, UWEs are more significant problems than UREs and are widely concerned by both the academic and industry research [19], [20], [22], [23], [24].

There are three representative types of UWEs deserving mention here: misdirected writes [19], [22], [23] (also called as off-track writes in [24]), lost writes [20], [22], [23] (also called as phantom writes in [19] or dropped writes in [24]), and torn writes [22], [23]. They are caused as follows:

**Misdirected Writes:** A buggy disk controller with firmware errors could issue a misdirected write that places the correct data on the disk but in the wrong location.

**Lost Writes:** A disk head that does not produce a sufficiently strong signal in the right location to override and reset the bits of the data already present can cause a lost write that the drive reports as completed but that never reaches the media.

**Torn Writes:** A disk drive that is power-cycled in the middle of processing a write request can cause a torn write that writes only a portion of the sectors successfully in the write request.

In the RAID-like layer, one special process that should be atomically implemented is that when a write operation updates a data strip, it should update all the corresponding parity strips at the same time. During this process, if some errors (such as in-memory corruptions, processor miscalculations, or software bugs) occur in the RAID-like layer, some of the update operations may be lost or be misimplemented. Silent data corruptions of this kind are referred to as *Strip Update Errors (SUEs)* in this paper. SUEs can result in *parity inconsistencies*, i.e., the cases of mismatch between data and parity stored in disk drives. Besides, it should be noted that of UDEs, UWEs can also cause parity inconsistencies.

From the above discussion, we can see that there exist two categories of silent data corruptions in erasure-coded storage systems: UDEs and SUEs, which come from two different layers and occur independently from each other. They both can cause silently corrupted strips in erasure-coded storage systems.

### 2.3 The Propagation of Silent Data Corruptions During Data Reconstruction

After giving a necessary background on silent data corruptions in erasure-coded storage systems, we now discuss the propagation of silent data corruptions during data reconstruction.

In a $k$-of-$(k + m)$ erasure-coded storage system, when $f$ strips are lost or are identified to be corrupted in a stripe (where $1 \leq f \leq m$), the common way to handle this error is to first randomly choose a combination of $k$ strips from the set of the remaining $n - f$ strips and then reconstruct lost data from the chosen combination. It is clear that there are $\binom{n-f}{k}$ such combinations.

Now, suppose there exist $r$ silently corrupted strips in the set of the remaining $n - f$ strips, where $0 \leq r \leq n - f$. If the chosen combination is one of the $\binom{n-f}{r}$ combinations consisting of $k$ correct strips, all lost strips can be correctly reconstructed; while if some silently corrupted strips are involved in the reconstruction operation, corrupt data will be produced. Thus, when we reconstruct lost data using a combination of $k$ strips randomly chosen from the set of the remaining strips, the probability of producing corrupt data (denoted by $Pr_{corrupt}$) is given by

\[
Pr_{corrupt} = \begin{cases} 
0, & \text{if } r = 0; \\
1 - \frac{\binom{r}{k}}{\binom{n-f}{k}}, & \text{if } 1 \leq r \leq m - f; \\
1, & \text{if } m - f < r \leq n - f.
\end{cases}
\]

Table 1 shows this probability for different error scenarios in an example system with $k = 10$ and $m = 6$ (such as Cleversafe’s widely dispersed storage system [16], which uses these two configuration parameters as its default). It can be seen from this table that the probability of producing corrupt data with the existence of silently corrupted strips is very high and increases rapidly as the number of silently corrupted strips increases.

<table>
<thead>
<tr>
<th>$r$</th>
<th>$Pr_{corrupt}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.6667</td>
</tr>
<tr>
<td>1</td>
<td>0.9048</td>
</tr>
<tr>
<td>2</td>
<td>0.9780</td>
</tr>
<tr>
<td>3</td>
<td>0.9963</td>
</tr>
<tr>
<td>4</td>
<td>0.9997</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1: The Value of $Pr_{corrupt}$ for Different Error Scenarios in an Example System with $k = 10$ and $m = 6$
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Following conclusion:

Definition 3.1. The consistency of a strip group $G$ is a metric indicating whether all the strips contained in $G$ hold the parity computation relations of the adopted erasure code. We use $\Phi(G)$ to denote the consistency of $G$. If $G$ is consistent, let $\Phi(G) = 0$; else, let $\Phi(G) = 1$.

Obviously, we have the following two properties:

1. $\Phi(G_1) = 0 \Rightarrow \forall G_2 \subseteq G_1: \Phi(G_2) = 0$;
2. $\Phi(G_1) = 1 \Rightarrow \forall G_2 \supseteq G_1: \Phi(G_2) = 1$.

When a strip group contains not more than $k$ strips, since no inconsistency with the parity computation relations of the adopted erasure code can be detected within the strip group, we regard the strip group to be consistent. Thus, in this paper, we will only consider the consistency of strip groups that contain more than $k$ strips, and when referring to a strip group, we always mean a strip group containing more than $k$ strips.

For a strip group $G$, we give an approach to determine the consistency of $G$ in Fig. 4. When $G$ does not contain all the $k$ data strips, the approach given in Fig. 4 can sufficiently utilize the reconstruction optimization technologies recently proposed in [26].

For a strip group consisting of correct strips, using the approach given in Fig. 4, we immediately obtain the following conclusion:

Theorem 3.1. A strip group consisting of correct strips is always consistent.

3.2 The Impact of Silent Data Corruptions

In this section, we study the impact of silent data corruptions on the consistency of strip groups.

As mentioned in Section 2.2, silent data corruptions can cause silently corrupted strips in erasure-coded storage systems. Here, we divide silently corrupted strips into two classes:

Stale Strips: The class of silently corrupted strips that completely consist of correct but out-of-date data caused due to the loss of update operations.

Corrupted Strips: The class of silently corrupted strips that contain incorrect data.

Note that a silently corrupted strip that partially contains stale data is also included in the class of corrupted strips.

We then introduce some notations to describe silently corrupted strips in Table 2. Here, since the updates on parity strips are caused by the writes to data strips, we say a stale parity strip is caused by the writes to a nonempty set $R$ of data strips if all the corresponding updates on this parity strip were lost during the write processes of the data strips in $R$. For example, $P_j(\text{stale} \prec \{D_i\})$ is a stale parity strip of $P_j$ caused due to the loss of the update on $D_i$ during the write process of $D_i$, while $P_j(\text{stale} \prec \{D_i, D_k\})$ is a stale parity strip of $P_j$ caused due to the loss of the two updates on $P_j$ during the write processes of $D_i$ and $D_k$.

Now, we begin to discuss the consistency of strip groups that contain silently corrupted strips. In the following discussion, we will focus our attention on when such strip groups can be consistent.

We first present a theorem as follows:

Theorem 3.2. For a strip group $G$ containing more than $k$ strips, when all its data strips are correct data strips, and all its parity strips are stale parity strips caused by the writes to the same set of data strips, which does not contain any data strip in $G$, then $\Phi(G) = 0$.

The correctness of Theorem 3.2 can be easily validated using the approach given in Fig. 4.

Example. We consider an example of such a strip group $G = \{D_0, D_1, \ldots, D_8, P_0(\text{stale} \prec \bar{R}), P_1(\text{stale} \prec \bar{R})\}$ with $\bar{R} = \{D_9\}$ taken from an erasure-coded storage system with $k = 10$ and $m = 6$. According to Theorem 3.2, we can deduce $\Phi(G) = 0$. We now validate the correctness of $\Phi(G) = 0$ using the approach given in Fig. 4 as follows:

We perform a reconstruction operation using a combination $\{D_0, D_1, \ldots, D_7, P_0(\text{stale} \prec \bar{R}), P_1(\text{stale} \prec \bar{R})\}$ chosen from $G$. In the corresponding stripe, the two data strips (i.e., $D_8$ and $D_9$) not contained in the chosen combination are then regenerated by this reconstruction operation. Their regenerated values are $D_8$ and $D_9(\text{stale})$, respectively. For the data strip $D_8$ in $G$, its regenerated value is a correct value and thus is equal to the original value in $G$. This validates the correctness of $\Phi(G) = 0$.

Similarly, we can deduce the following conclusion:

Theorem 3.3. For a strip group $G$ containing more than $k$ strips, when the set of its data strips consists of correct data strips and stale data strips, and all its parity strips are stale parity strips caused by the writes to the same set of data strips, which contains all the stale data strips in $G$ but does not contain any correct data strip in $G$, then $\Phi(G) = 0$.

Similar to Theorem 3.2, the correctness of Theorem 3.3 can also be easily validated using the approach given in Fig. 4.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_j(\text{stale})$</td>
<td>A stale data strip of $D_j$.</td>
</tr>
<tr>
<td>$D_j(\text{corrupted})$</td>
<td>A corrupted data strip of $D_j$.</td>
</tr>
<tr>
<td>$P_j(\text{stale} \prec R)$</td>
<td>A stale parity strip of $P_j$ caused by the writes to $R$.</td>
</tr>
<tr>
<td>$P_j(\text{corrupted})$</td>
<td>A corrupted parity strip of $P_j$.</td>
</tr>
</tbody>
</table>

In this table, $0 \leq i \leq k - 1$, $0 \leq j \leq m - 1$, and $R$ is a nonempty set of data strips.
We here do not repeat it but just give an example to illustrate when we can use Theorem 3.3 to determine the consistency of strip groups.

**Example.** We consider a strip group $G = \{D_0, D_1, \ldots, D_r, D_{s}(\text{stale}), P_0(\text{stale} < R), P_1(\text{stale} < R)\}$ taken from an erasure-coded storage system with $k = 10$ and $m = 6$.

We wonder when $G$ is consistent. According to Theorem 3.3, when $D_s \in R$ and $R \cap \{D_0, D_1, \ldots, D_r\} = \emptyset$, we can deduce $\Phi(G) = 0$. For example, when $R = \{D_s\}$ or $R = \{D_s, D_h\}$, $\Phi(G) = 0$.

In Theorem 3.2 and Theorem 3.3, we present two special kinds of strip groups that are always consistent. In fact, besides these two kinds of strip groups, we have also checked the consistency of other kinds of strip groups using the approach given in Fig. 4. Unfortunately, all other kinds of strip groups do not have such good property and can rarely be determined to be consistent using the approach given in Fig. 4. Their probability of being determined to be consistent is defined as consistency probability (denoted by $Pr_{\text{consistency}}$). Then, you may be interested in how to estimate their consistency probability.

For a strip group $G$, suppose $G$ is its maximal subgroup that is always consistent. Then, for each strip contained in $G \setminus G$, we regenerate it from $G$. Suppose there are $w \times l$ bits in each strip, where $w$ is the number of elements in each strip, and $l$ is the number of bits in each element. Then, the size of a strip’s value space is $2^{w \times l}$. Thus, for each strip contained in $G \setminus G$, the probability of its regenerated value being equal to its original value in $G$ is $\frac{1}{2^{w \times l}}$. Let $H = |G| - |G|$. We can deduce that the consistency probability of $G$ is

$$Pr_{\text{consistency}}(G) = \frac{1}{2^{w \times l} \times H}. \quad (3)$$

We consider an erasure-coded storage system with the configuration parameters $w = 4$ and $l = 512$ B (i.e., the size of a sector). In this system, for a strip group not belonging to the two kinds of strip groups presented in Theorem 3.2 and Theorem 3.3, we can deduce that its consistency probability can be guaranteed to be not higher than $\frac{1}{2^{w \times l} \times H}$ (i.e., $\frac{1}{2^{w \times l} \times H}$) according to Eq. (3). Thus, its consistency probability is very negligible in practice.

From the above discussion, we can reasonably make an assumption as follows:

**Assumption 3.1.** For a strip group $G$ containing more than $k$ strips, some of which are silently corrupted strips, if it does not belong to the two kinds of strip groups presented in Theorem 3.2 and Theorem 3.3, it is always assumed to be inconsistent in practical systems.

From what have been discussed in this section, we finally make an observation as follows:

**Observation 3.1.** For a strip group $G$ containing more than $k$ strips, if it is determined to be consistent using the approach given in Fig. 4, it should be in one of the following three states:

1. All its strips are correct strips;
2. All its data strips are correct data strips, and all its parity strips are stale parity strips caused by the writes to the same set of data strips, which does not contain any data strip in $G$; or
3. The set of its data strips consists of correct data strips and stale data strips, and all its parity strips are stale parity strips caused by the writes to the same set of data strips, which contains all the stale data strips in $G$ but does not contain any correct data strip in $G$.

The above observation is very significant because it reveals that one approach to determine the correctness of a combination of $k$ strips is to determine the consistency of a corresponding larger-size strip group that properly contains the combination. In the following section, we will develop a new data reconstruction method based on this observation.

## 4 Data Reconstruction in the Presence of Silent Data Corruptions

Having understood the impact of silent data corruptions on the consistency of strip groups, we now study how to efficiently reconstruct lost data in the presence of silent data corruptions in this section. We first propose an efficient adaptive data reconstruction method in the first subsection. Then, we discuss when we can correctly reconstruct lost data using our proposed method in the second subsection.

### 4.1 An Efficient Adaptive Data Reconstruction Method

In this subsection, we will develop an efficient adaptive method for data reconstruction in the presence of silent data corruptions.

Our data reconstruction method is developed under the general framework of maximum-likelihood decoding [49]. As shown in Observation 3.1, for a strip group containing more than $k$ strips, if it is determined to be consistent using the approach given in Fig. 4, all its parity strips should be in one of the following two states: correct or stale. Luckily, as we know, in practical systems, the probability of a parity strip being correct is much higher than that of the parity strip being stale [22]. Thus, in a stripe, the number of correct parity strips is often much larger than that of stale parity strips. Then, during data reconstruction, to avoid encountering a consistent strip group that contains stale parity strips before finding a consistent strip group that consists of correct strips, we first start with the strip groups that contain all the remaining parity strips. During this process, if no consistent strip group can be found, we continue to determine the consistency of strip groups that contain fewer parity strips.

We now consider a stripe in which $f$ strips are lost or are identified to be corrupted, and there also exist some silently corrupted strips. Suppose there are $k^*$ data strips and $m^*$ parity strips contained in the set of the remaining strips, where $k^* + m^* = k + m - f$. We use $D^*$ and $P^*$ to denote the corresponding data and parity sets, respectively, where $|D^*| = k^*$ and $|P^*| = m^*$. It is clear that $D^* \subseteq D$ and $P^* \subseteq P$.

To correctly reconstruct lost data in the presence of silent data corruptions, we now present an adaptive data reconstruction algorithm in Fig. 5. It should be noted that the precondition to perform this algorithm is $f < m$. In this algorithm, if TRUE is returned, all the lost strips have been correctly reconstructed, and all the silently corrupted strips have also been detected and corrected; and if FALSE is returned, there exists no consistent strip group containing
more than $k$ strips, and the error scenario is then considered to be beyond the ability of the adopted $k$-of-$(k + m)$ erasure code to tolerate errors (this will be discussed in detail in the next subsection). In practical systems, when FALSE is returned, an exception event will be reported to the upper-level file system to invoke higher-level protection mechanisms.

We then discuss the implementation details of the algorithm presented in Fig. 5. Here, in Step (2), to detect and correct silently corrupted strips, we re-encode the stripe after the reconstruction operation and then compare the regenerated values with the original values in the stripe. In addition, in Step (1), one important question is how to efficiently determine whether there exists a consistent strip group containing more than $k$ strips in the set of strip groups containing $P$. However, we notice that if we use the approach given in Fig. 4 to determine the consistency of each strip group, respectively, many unnecessary reconstruction operations will be involved in this process. Thus, to improve the performance of this process, we need to develop a more efficient approach.

For given $D^*$ and $P$, Fig. 6 presents an efficient approach to determine whether there exists a consistent strip group with a size $(k + 1)$ in the set of strip groups containing $P$. Here, we only consider the consistent strip groups with a size $(k + 1)$ for the following two reasons:

1. A consistent strip group with a size $(k + 1)$ is enough for data reconstruction; and
2. If there exists no consistent strip group with a size $(k + 1)$, there will also exist no consistent strip group with a larger size (this can be easily deduced according to the property that $\Phi(G_1) = 1 \Rightarrow \forall G_2 \supseteq G_1 : \Phi(G_2) = 1$).

In the approach given in Fig. 6, if a strip group is returned, a consistent strip group with a size $(k + 1)$ has been found, and then, we can immediately reconstruct all the lost strips and detect and correct all the silently corrupted strips using the consistent strip group; and if NULL is returned, there exists no consistent strip group containing more than $k$ strips in the set of strip groups containing $P$. We can easily deduce that the approach given in Fig. 6 involves only one reconstruction operation in the best case and $(\binom{k + m - 1}{k - 1})$ reconstruction operations in the worst case, where $\theta = |P|$. Its exact computational complexity depends on the error scenario. However, we believe that it is optimal in terms of computational complexity.

In this section, we have proposed an efficient adaptive method for data reconstruction in the presence of silent data corruptions. Unlike the existing data reconstruction methods, such as the matrix methods proposed in [26], our data reconstruction method here can cope with both lost strips and silently corrupted strips.

4.2 When Can We Correctly Reconstruct Lost Data?

In this subsection, we will discuss when we can correctly reconstruct lost data using our data reconstruction method proposed in Section 4.1.

4.2.1 The Conditions to Correctly Reconstruct Lost Data

Basically, in a $k$-of-$(k + m)$ erasure-coded storage system, when $f$ strips are lost or are identified to be corrupted in a stripe, there should exist more than $k$ correct strips in the set of the remaining strips so as to form a consistent strip group containing more than $k$ strips. Suppose there exist $r$ silently corrupted strips in the set of the remaining strips. Then, we should have $n - f - r \geq k + 1$. Since $n = k + m$, we can deduce a necessary condition that $f + r \leq m - 1$.

Now, under the condition that $f + r \leq m - 1$, we begin to discuss when we can correctly reconstruct lost data using our data reconstruction method proposed in Section 4.1. Meanwhile, to make our discussion more easily understood, we will give some example scenarios taken from an erasure-coded storage system with $k = 10$ and $m = 6$.

When some strips are lost or are identified to be corrupted in a stripe, it is clear that if the number of correct parity strips is larger than that of silently corrupted parity strips in the set of the remaining strips, our data reconstruction method can always correctly reconstruct lost data. Here, the “if” condition is often looser than the well-known condition that $f + 2r \leq m$ in coding theory [27]. This advantage results from the probabilistic characteristics of the consistency of strip groups exploited in Section 3.2.

Example. In an erasure-coded storage system with $k = 10$ and $m = 6$, we consider a stripe in which one data strip and one parity strip are lost, and one data strip and two parity strips are silently corrupted. In this stripe, although $f + 2r \leq m$ is not satisfied, since $f + r \leq m - 1$ is satisfied, and the number of correct parity strips

![Fig. 5. An adaptive data reconstruction algorithm.](image)

![Fig. 6. An efficient approach to determine whether there exists a consistent strip group with a size $(k + 1)$ in the set of strip groups containing $P$.](image)
is larger than that of silently corrupted parity strips in the set of the remaining strips, our data reconstruction method can still correctly recover all the faulty strips.

Now, let us consider the more complex case where the number of correct parity strips is not larger than that of silently corrupted parity strips in the set of the remaining strips. According to Observation 3.1, it is clear that if the set of correct parity strips is larger than any set of stale parity strips caused by the writes to the same set of data strips, our data reconstruction method can always correctly reconstruct lost data. Here, it should be noted that even when the “if” condition is not satisfied, our data reconstruction method can still correctly reconstruct lost data as long as no consistent strip group containing more than \( k \) strips can be formed by stale parity strips.

**Example.** In an erasure-coded storage system with \( k = 10 \) and \( m = 6 \), we consider a stripe in which one data strip and one parity strip are lost, and three parity strips are stale parity strips caused by the writes to the same set \( R \) that contains at least two remaining data strips. In this stripe, although the set of correct parity strips is smaller than the set of stale parity strips caused by the writes to \( R \), since no consistent strip group containing more than \( k \) strips can be formed by the three stale parity strips, our data reconstruction method can still correctly recover all the faulty strips.

**4.2.2 The Limitations of Our Data Reconstruction Method**

Until now, we have discussed the conditions to correctly reconstruct lost data using our data reconstruction method proposed in Section 4.1. Then, someone may ask in what case we cannot correctly reconstruct lost data using our data reconstruction method. We will give the answer to this question in the following discussion.

When \( f + r \geq m \), there exist not more than \( k \) correct strips. Then, in the set of strip groups containing more than \( k \) strips, there exists no consistent strip group that consists of correct strips. At this time, the corresponding error scenario is beyond the ability of the adopted \( k \)-of-(\( k + m \)) erasure code to tolerate errors.

Then, under the condition that \( f + r \leq m - 1 \), we begin to discuss when we cannot correctly reconstruct lost data using our data reconstruction method.

When some strips are lost or are identified to be corrupted in a stripe, in the set of the remaining strips, if there exists a set of stale parity strips caused by the writes to the same set of data strips, which meets the following two conditions:

1. this set of stale parity strips is larger than the set of correct parity strips, and
2. a consistent strip group containing more than \( k \) strips can be formed by this set of stale parity strips,

our data reconstruction algorithm presented in Fig. 5 will then reconstruct lost data from the consistent strip group formed by this set of stale parity strips. Thus, some corrupt strips will be produced.

In the above two conditions, if the first condition is replaced by a new condition that the size of this set of stale parity strips is equal to that of the set of correct parity strips, our data reconstruction algorithm presented in Fig. 5 will possibly reconstruct lost data from a consistent strip group consisting of correct strips or from a consistent strip group formed by this set of stale parity strips. Then, the correctness of the data reconstruction process depends on the distribution of lost strips and silently corrupted strips in the stripe.

To make the above discussion more easily understood, we now give two example scenarios taken from an erasure-coded storage system with \( k = 10 \) and \( m = 6 \).

**Example.** We first consider a stripe in which one data strip is lost, and four parity strips are stale parity strips caused by the writes to the same set \( R \) that contains not more than two remaining data strips. In this stripe, since the set of stale parity strips caused by the writes to \( R \) is larger than the set of correct parity strips, and a consistent strip group containing more than \( k \) strips can be formed by the four stale parity strips caused by the writes to \( R \), some corrupt strips will be produced by our data reconstruction algorithm presented in Fig. 5.

**Example.** We then consider another stripe in which one data strip is lost, and three parity strips are stale parity strips caused by the writes to the same set \( R \) that contains not more than one remaining data strips. In this stripe, a consistent strip group containing more than \( k \) strips can also be formed by the three stale parity strips caused by the writes to \( R \). However, the number of stale parity strips caused by the writes to \( R \) here is equal to that of correct parity strips. Thus, our data reconstruction algorithm presented in Fig. 5 will possibly reconstruct lost data from a consistent strip group consisting of correct strips or from a consistent strip group formed by the three stale parity strips caused by the writes to \( R \). The correctness of the data reconstruction process depends on the distribution of lost strips and silently corrupted strips in the stripe.

For the corrupt strips produced by our data reconstruction method, we notice that all of them are stale strips. An example is as follows:

**Example.** In an erasure-coded storage system with \( k = 10 \) and \( m = 6 \), we consider a stripe in which \( D_0 \) and \( P_1 \) are lost, and the set of the remaining strips is \( \{ D_0, D_1, \ldots, D_9, P_0, P_1, P_2(\text{stale } \not\in R), P_3(\text{stale } \not\in R), P_4(\text{stale } \not\in R) \} \) with \( R = \{ D_0, D_9 \} \). It is clear that all the three stale parity strips are caused during the write processes of \( D_0 \) and \( D_9 \). If we reconstruct this stripe using our data reconstruction method proposed in Section 4.1, a set of strip values (i.e., \( D_0(\text{stale}), D_1, \ldots, D_8, D_9(\text{stale}), P_0(\text{stale } \not\in R), P_1(\text{stale } \not\in R), P_2(\text{stale } \not\in R), P_3(\text{stale } \not\in R), P_4(\text{stale } \not\in R) \)) will be produced from the consistent strip group \( G = \{ D_1, \ldots, D_8, P_2(\text{stale } \not\in R), P_3(\text{stale } \not\in R), P_4(\text{stale } \not\in R) \} \). Here, for the three strips (i.e., \( D_0, P_0, \) and \( P_1 \)) not contained in \( G \), since their original values are not consistent with the values regenerated from \( G \), they are then mistakenly regarded as silently corrupted strips in the process of data reconstruction and are thus replaced by the regenerated values.

From the above example, we can see that all the corrupt strips produced by our data reconstruction method are stale strips. In fact, if more than half of parity strips fail to be
updated during the write processes of a set of data strips, there is no way to guarantee not producing stale strips during the subsequent data reconstruction process unless an additional version mirroring technique [23] is used. This is easily understood according to the majority principle. Then, the corresponding error scenario is considered to be beyond the ability of an erasure code to tolerate errors.

From what have been discussed in this subsection, we can see that our data reconstruction method proposed in Section 4.1 can fully exploit the fault-tolerance potential of an erasure code. Our data reconstruction method cannot correctly reconstruct lost data only in the case where the error scenario is beyond the theoretical ability of the adopted erasure code to tolerate errors.

5 THE PERFORMANCE IMPACT OF OUR DATA RECONSTRUCTION METHOD

When our data reconstruction method proposed in Section 4.1 is adopted in erasure-coded storage systems, one important concern is its performance impact. In this section, we will show that the overall performance impact of our data reconstruction method is negligible in practical systems.

As we know, our data reconstruction method not only reconstructs lost strips in a stripe but also detects and corrects silently corrupted strips in the same stripe. Consequently, all the strips in the stripe should be accessed during data reconstruction. Here, if we use a traditional data reconstruction method (that does not consider the issues of silent data corruptions) to perform the similar functions as our data reconstruction method (though the correctness of the data reconstruction process then cannot be guaranteed), all the strips in the stripe should also be accessed during data reconstruction. Thus, our data reconstruction method does not cause additional I/O overhead. Then, we only need to investigate the additional computational overhead caused by our data reconstruction method in this section.

In our data reconstruction method, the one and only one kind of complex and time-consuming operation is the reconstruction operation. Thus, we will use the number of reconstruction operations (denoted by $N_{op}$) involved in the data reconstruction process as an evaluation metric in the following discussion.

5.1 The Computational Complexity

Before considering the overall performance impact of our data reconstruction method in practical systems, we first estimate the computational complexity of our data reconstruction method.

In a $k$-of-$(k + m)$ erasure-coded storage system, we consider a stripe in which $f$ strips are lost or are identified to be corrupted, and there also exist $r$ silently corrupted strips in the set of the remaining strips. Suppose there are $k^*$ data strips and $m^*$ parity strips contained in the set of the remaining strips, where $k^* + m^* = k + m - f$.

When we use our data reconstruction method to reconstruct the stripe, it is clear that $N_{op} = 1$ in the case where $k^* + m^* = k + 1$. However, the case where $k^* + m^* > k + 1$ is much more complex. We discuss it as follows:

In the case where $k^* + m^* > k + 1$, when $r = 0$, it is clear that $N_{op} = 1$. When $r > 0$, suppose there are $r_D$ data strips and $r_P$ parity strips contained in the set of silently corrupted strips, where $r_D + r_P = r$. Then, under the conditions to correctly reconstruct lost data given in Section 4.2.1, the value range of $N_{op}$ can be estimated as follows:

1. When $r_D = 0$, $r_P = r$,

$$N_{op} \in \left[1, \left(\frac{k^* - 1}{k - m^*}\right)\right]$$.

2. When $1 \leq r_D \leq k^* + m^* - k - 1$,

$$N_{op}(r_D) \in \left[\sum_{i=0}^{r_D-1} \left(m^*\right)^i \left(\frac{k^* - 1}{k - (m^* - i)}\right) + 1, \sum_{i=0}^{r_D} \left(m^*\right)^i \left(\frac{k^* - 1}{k - (m^* - i)}\right)\right].$$

Remark. According to the condition that $f + r \leq m - 1$ given in Section 4.2.1, we can deduce that $r_D \leq k^* + m^* - k - 1$. Thus, we here only consider the case where $r_D \in [0, k^* + m^* - k - 1]$.

To further understand the estimated value range of $N_{op}$, we give an example as follows:

Example. In an erasure-coded storage system with $k = 10$ and $m = 6$, we consider a stripe in which one data strip and one parity strip are lost (i.e., the case where $k^* = 9$ and $m^* = 5$). Under the conditions to correctly reconstruct lost data given in Section 4.2.1, the value range of $N_{op}$ is shown in Fig. 7. From this figure, we can see that when we use our data reconstruction method to reconstruct a stripe, the number of reconstruction operations involved in the data reconstruction process increases with the number of silently corrupted parity strips. This characteristic is decided by the structure of our data reconstruction algorithm presented in Fig. 5. However, the exact value of the number of reconstruction operations depends on the distribution of lost strips and silently corrupted strips in the stripe.
Finally, it should be noted that in the case where FALSE is returned by our data reconstruction algorithm presented in Fig. 5, \( N_{op} = \sum_{i=0}^{k-m^*-1} \binom{m^*}{i} (k-1)^{-i} \), which is the upper bound of \( N_{op} \).

5.2 The Overall Performance Impact

Now, we employ our data reconstruction method in practical systems. We will study its overall performance impact using a probabilistic method in this subsection.

According to the values of \( r_D \) and \( r_P \), \( N_{op} \) is roughly estimated as follows:

1. When \( r_P = 0 \) and \( r_D = 0 \) (i.e., \( r = 0 \)),
   \[ N_{op} = 1; \]

2. When \( r_P = 0 \) and \( r_D > 0 \),
   \[ N_{op} \leq \left( \frac{k^* - 1}{k - m^*} \right); \]

3. When \( 1 \leq r_P \leq m^* \),
   \[ N_{op} \leq \sum_{i=0}^{k-m^*-1} \binom{m^*}{i} \left( \frac{k^* - 1}{k - (m^* - i)} \right). \]

Suppose the probability of a strip being silently corrupted is \( p \). Then, for a stripe, the corresponding probability (denoted by \( Pr \)) for different values of \( r_D \) and \( r_P \) can be estimated as follows:

1. For \( r_P = 0 \) and \( r_D = 0 \) (i.e., \( r = 0 \)),
   \[ Pr \approx (1-p)^{k^* + m^*}; \]

2. For \( r_P = 0 \) and \( r_D > 0 \),
   \[ Pr \approx (1-p)^{m^*} \times [1 - (1-p)^{k'}]; \]

3. For \( 1 \leq r_P \leq m^* \),
   \[ Pr(r_P) \approx (1-p)^{m^*-r_P} \times p^{r_P}. \]

Using the results obtained above, we can estimate the average value of the number of reconstruction operations (denoted by \( N_{op} \)) involved in the data reconstruction process. Then, according to the value of \( N_{op} \), we can estimate the overall performance impact of our data reconstruction method in practical systems.

Here, the lower bound of \( N_{op} \) is 1, which is also equal to the number of reconstruction operations involved in a traditional data reconstruction method (that does not consider the issues of silent data corruptions). A smaller \( N_{op} \) means a smaller overall performance impact. If \( N_{op} \) can be estimated to very approach to 1, the overall performance impact can then be regarded to be negligible in practical systems.

In the following discussion, we will give some examples, taken from an erasure-coded storage system with the configuration parameters \( k = 10, m = 6, w = 4, \) and \( l = 512 \) B (i.e., the size of a sector), to show that the overall performance impact of our data reconstruction method is negligible in practical systems.

Here, since the probability of producing silent data corruptions is about an order of magnitude smaller than that for unrecoverable sector errors [22], [23], referring to the unrecoverable bit-error probability estimated in [4] and [5], the probability of a bit being silently corrupted (denoted by \( p_{bit} \)) can be estimated to be 10^{-15} for nearline (SATA) disks and 10^{-16} for enterprise class (Fibre Channel) disks. Then, the equivalent probability of a strip being silently corrupted is \( p \approx p_{bit} \times w \times l \), which is 1.6384 \times 10^{-11} in the case of nearline disks and 1.6384 \times 10^{-12} in the case of enterprise class disks.

In Table 3, we estimate the upper bound of \( N_{op} \) for different erasure scenarios in the cases of both nearline and enterprise class disks. Here, we only consider the erasure scenarios where \( f < m \), which is the precondition to use our data reconstruction method.

From Table 3, we can see that \( N_{op} \) is equal to 1 in the case where \( k^* + m^* = k + 1 \) and is very close to 1 in the case where \( k^* + m^* > k + 1 \). Thus, we can make a conclusion that the overall performance impact of our data reconstruction method is negligible in practical systems.

<table>
<thead>
<tr>
<th>Erasure scenario</th>
<th>The upper bound of ( N_{op} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f ) ( k^* ) ( m^* )</td>
<td>Nearline disks</td>
</tr>
<tr>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>6</td>
<td>9</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>9</td>
<td>5</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
</tr>
</tbody>
</table>

6 A COMPARISON OF TECHNIQUES FOR COPING WITH SILENT DATA CORRUPTIONS

In erasure-coded storage systems, according to the design principle of an abstraction layer framework, the RAID-like layer is in the best position to correct silent data corruptions it detects and locates when such corrections are theoretically and practically possible. Thus, in this section, we consider the following two kinds of techniques that can be integrated into the RAID-like layer: the traditional metadata techniques (such as the family of four metadata techniques proposed in [24]) and the new technique based on our data reconstruction method. Before comparing these two kinds of techniques, we first give a brief overview of metadata techniques.
6.1 Metadata Techniques—A Brief Overview

Metadata techniques collocate some forms of metadata (that may contain checksums, version numbers, or other information of the data) along with data/parity strips. They are often used in an ad hoc manner, i.e., choosing different forms of metadata for protection against different types of silent data corruptions. As mentioned in Section 2.2, there exist two categories of silent data corruptions, i.e., Undetected Disk Errors (UDEs) and Strip Update Errors (SUEs), in erasure-coded storage systems. We discuss how to use metadata to cope with them as follows:

To protect against UDEs, we use the metadata that contains checksums to cross-check each strip. The metadata for cross-checking is stored separately from the strip it checks and thus has to be updated by a separate write. Here, someone may consider to use the metadata that contains simpler version numbers to self-check each strip. The metadata for self-checking is stored colocated with the strip it checks and thus can be updated by the same write to the strip. Although the metadata for self-checking involves much less additional I/O overhead than the metadata for cross-checking, it cannot detect silent data corruptions caused by lost writes. In contrast, the metadata for cross-checking can detect all kinds of silent data corruptions. In addition, to cross-check a strip, there should be at least two metadata copies stored separately from each other in the corresponding stripe. If there is only one metadata copy, then when the metadata copy and the strip it cross-checks are detected to be inconsistent, there is no direct way to determine which one is silently corrupted. However, if there are more than one metadata copy, the problem can then be solved according to the majority principle. Furthermore, the number of metadata copies should be carefully decided. Suppose there are \( \alpha \) metadata copies for cross-checking a strip in a metadata solution. Then, when more than \( \alpha - 2 \) strips are lost or are identified to be corrupted in a stripe, the metadata solution cannot work. Generally, in a \( k \)-of-(\( k + m \)) erasure-coded storage system, the number of metadata copies for cross-checking a strip can be set to be \( m + 1 \), and then, \( f \) lost strips together with \( r \) silently corrupted strips caused by UDEs can be tolerated in a stripe as long as \( f + r \leq m \).

For SUEs, metadata techniques cannot always work. The SUEs caused due to the loss of update operations can be detected using a metadata technique called as version mirroring [23]. However, for other kinds of SUEs (such as the SUEs caused due to processor miscalculations), there is no effective metadata technique that can detect them.

6.2 Making the Best Choice to Cope with Silent Data Corruptions

There are several evident differences between the traditional metadata techniques and the new technique based on our data reconstruction method. We list these differences as follows:

- The former cannot detect SUEs except those caused due to the loss of update operations, while the latter can cope with all kinds of silent data corruptions.
- The necessary condition for the former to tolerate errors is \( f + r \leq m \) (resulting in at least \( m = 2 \) for \( r = 1 \)), while that for the latter is \( f + r \leq m - 1 \) (resulting in at least \( m = 2 \) for \( r = 1 \)).
- The former requires additional storage overhead to store metadata, while the latter does not need additional disk space. Consequently, the former involves additional I/O overhead during write operations, while the latter does not affect write performance.
- When a read operation on a strip is validated, the former should read only two metadata copies from two other strips in the same stripe, while the latter should read at least \( k \) other strips in the same stripe.

We can see that these two kinds of techniques make different tradeoffs among cost, performance, and effectiveness.

We then begin to discuss how to make the best choice for different requirements on cost, performance, and effectiveness. As we know, the additional storage cost involved by metadata techniques is often negligible. Thus, we will only focus our attention on performance and effectiveness in the following discussion.

In erasure-coded storage systems, validation can be used on every read operation to guarantee the integrity of the data to the host or periodically as an integrity control check. Validation on every read operation provides a very high level of data integrity but can cause a performance penalty on each read operation. To minimize the performance penalty on the read operation, metadata techniques can be used here as a better choice to cope with silent data corruptions for its advantage that it can involve less additional I/O overhead during the validation. Even so, the performance penalty on the read operation is still very high. Thus, validation on every read operation often cannot meet users’ requirement on performance. Then, some system designers propose to use periodic validation, which is always integrated into periodic disk scrubbing [50], [51]. Here, since disk scrubbing itself has to read all disk data, validation can involve only a little additional computational overhead, which is negligible compared with I/O overhead. Periodic validation provides a relatively lower level of data integrity. The level of data integrity depends on the frequency of the validation. Luckily, periodic validation often can provide a high enough level of data integrity that is expected by system users. When periodic validation is used in an erasure-coded storage system, the technique based on our data reconstruction method is a better choice to cope with silent data corruptions for its advantage that it does not involve any additional I/O overhead during write operations.

7 Related Work

In recent years, silent data corruptions have attracted much attention. Two studies, one at CERN [21] and one using data from NetApp [22], analyze the occurrence and characteristics of silent data corruptions in state-of-the-art storage systems. Their results show that there exist a significant number of silent data corruptions in storage systems. This reinforces the need for effective techniques to cope with silent data corruptions.

To address the issues caused by silent data corruptions, a significant amount of work has recently been undertaken in
both the academic and industry research. We introduce them as follows:

The paper by Schwarz et al. [50] uses signatures (which have some of the characteristics of hashes, a type of checksum) together with disk scrubbing to detect some forms of silent data corruptions. However, the focus of this paper is on how the scheduling of disk scrubbing affects overall system reliability, and thus, the authors do not directly address the issue of correcting silent data corruptions.

Prabhakaran et al. [19] study how file systems can address disk errors. They develop an IRON taxonomy for detection and recovery techniques, but these techniques are mostly viewed from the perspective of a file system. In comparison, our technique proposed for coping with silent data corruptions lies in the RAID-like layer, which is the layer closest to disk drives in erasure-coded storage systems. According to the design principle of an abstraction layer framework, the RAID-like layer is in the best position to correct silent data corruptions it detects and locates when such corrections are theoretically and practically possible.

Sundaram [20] gives a description of how NetApp protects against various kinds of disk errors. They use colocated checksums per 4-KB block and periodic disk scrubbing to address the problem of silent data corruptions caused by firmware bugs. In addition, since checksums can detect only local silent data corruptions, they adopt a novel technique, which involves storing logical identifiers (e.g., logical address obtained from the upper-level layer) with the data and writing new versions of the data on new physical locations, to solve the problem of lost writes and misdirected writes. Unfortunately, as shown in [23], this combination of protection mechanisms still cannot prevent parity pollution caused due to disk scrubbing and user writes in erasure-coded storage systems because logical identifiers can be verified only by user reads. This again demonstrates that the optimal solution to the problem of silent data corruptions lies in the RAID-like layer closest to disk drives in erasure-coded storage systems.

Existing work closest to our research here is the research by Hafner et al. [24]. They explore a family of four metadata techniques to the problem of Undetected Disk Errors (UDEs), which can be integrated into the RAID-like layer in erasure-coded storage systems. However, these techniques have a remarkable defect: they fail to consider the UDEs that may occur on metadata and parity. Besides, these techniques cannot be used to cope with another category of silent data corruptions mentioned in Section 2.2, i.e., Strip Update Errors (SUEs). In comparison, our technique in this paper can cope with all kinds of silent data corruptions, including both UDEs and SUEs. Furthermore, as mentioned in Section 6.2, our technique is a better choice to cope with silent data corruptions when periodic validation is used in an erasure-coded storage system.

The work of Krioukov et al. [23] makes a detailed analysis of the exact protection offered by each type of metadata like checksums, physical and logical identity, version numbers, etc. Krioukov et al. use model checking to evaluate whether common protection techniques used in RAID subsystems are sufficient in light of the increasingly complex failure modes of modern disk drives. They also identify a scheme, including version mirroring, physical and logical identity, block checksums, and RAID, to eliminate data loss or corruption for a given realistic range of disk errors. However, this scheme requires logical identity that should be obtained from the upper-level layer and thus conflicts with the design principle of an abstraction layer framework. In comparison, our main effort in this paper is a data reconstruction method that can effectively prevent silent data corruptions from propagating. Moreover, our data reconstruction method here can be used to cope with all kinds of silent data corruptions, including both UDEs and SUEs.

Finally, in the literature of distributed erasure-coded storage systems, there is also some related work that deserves mention. To verify whether a given strip indeed corresponds to a specific original block, cross-checksums [52], [53] (or fingerprinted cross-checksums [54]) are often used in these systems. However, their main purpose is to achieve a high level of security in an untrusty environment in which Byzantine clients [12], [13] may exist. Thus, it would involve very extravagant overhead if we use cross-checksums (or fingerprinted cross-checksums) to cope with silent data corruptions in the disk array subsystems of erasure-coded storage systems.

8 Conclusions
In this paper, we have carried out a thorough study on how to prevent silent data corruptions from propagating during data reconstruction in the context of erasure-coded storage systems. We first showed how silent data corruptions can propagate during data reconstruction and then proposed to prevent the propagation of silent data corruptions during data reconstruction by exploiting the error-correcting ability of erasure codes. To develop a data reconstruction method that can prevent silent data corruptions from propagating, we introduced a concept of the consistency of a strip group and then studied the impact of silent data corruptions on the consistency of strip groups. Based on the conclusions obtained from the study, we developed an efficient adaptive data reconstruction method that can cope with both lost strips and silently corrupted strips. We then discussed when we can correctly reconstruct lost data using our new data reconstruction method. Our discussion shows that when using our data reconstruction method, the actual ability of an erasure code to tolerate errors is often much beyond the well-known upper bound that \( f + 2r \leq m \) in coding theory [27]. We also studied the overall performance impact of our data reconstruction method in practical systems using a probabilistic method. Our results show that the overall performance impact of our data reconstruction method is negligible in practical systems. Finally, we made a comparison of techniques for coping with silent data corruptions in erasure-coded storage systems. The comparison shows that the technique based on our data reconstruction method is a better choice to cope with silent data corruptions when periodic validation is used in an erasure-coded storage system.
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