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Coordination in Distributed Transactions

❖ Network communication is a major source of coordination cost

❖ Concurrency control protocols

❖ Replication protocols

❖ Leveraging the high-speed network

❖ Reduce latency

❖ Shorten contention span to reduce abort rate



Coordination Cost I

Waste CPU to process coordination packets
❖Waste CPU cycles  

❖ CPU processing latency is more important with a faster network

❖ With high-speed network, the coordination cost is still significant 
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Coordination Cost II

locked by 
client1





Semantic gap between Txn apps and network
❖ Inappropriate processing order introduces extra aborts

❖ Redundant flow control algorithms interfere with each other
❖ Admission control: controls the number of concurrent transactions
❖ Congestion control:  controls the number of concurrent network messages

Situation   : 
Situation   : 

❖ With high-speed network, the coordination cost is still significant 

Network stack

Transaction 

processing

Network hardware

PCIe

Admission 

control

Congestion 

control



Opportunities from Programmable Switches

Programmable Switches
❖ Centralized hub

❖ User-defined parsers / Match-Action tables / queues 

❖ On-chip memory

❖ Line-rate processing Low-overhead

Transaction-defined 
protocol



Design Goals and Challenges

Design Goals: reduce coordination cost
Offload coordination tasks

Manipulate transaction traffic intelligently

Challenges: 
Restricted expressive power and limited on-chip memory

Multi-switch scalability
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Overview

In-Network Transaction Coordination
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Key Design

To save CPU utilization

🌞 1.1 Coordination tasks → in-switch Gather-and-Scatter (GaS) 

🌞 1.2 Scalable tree-based GaS using all switches

To break the semantic gap between Txn apps and network

🌞 2.1 Semantic-aware packet priority control

🌞 2.2 Dynamic admission control



1.1) In-switch Gather-and-Scatter

❖ Offload coordination tasks as in-switch GaS
❖ An example: Txn { read[D0,D2], write[D1,D2] }



1.1) In-switch Gather-and-Scatter

❖ GaS (gather_group, scatter_group)
❖ Gather messages from the participants of the current phase

❖ Scatter the result to the participants of the next phase

G: P1, P2
S: P0, P2

G: P0, P2
S: B1, B2

G: B1, B2
S: P1, P2

G: P1, P2
S: C



1.1) In-switch Gather-and-Scatter



1.2) Scalable Tree-based Gather-and-Scatter

❖ Gather-and-Scatter tree
❖ Servers: leaf nodes

❖ Switches: non-leaf nodes
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2 Break the semantic gap



❖ Assign priorities to messages based on their types
❖ Highest: lock releasing + messages of retrying transactions

❖ Lowest: lock acquiring

❖ Medium: other messages

❖ Implementation 
❖ Priority queues in switches

❖ Batch-based reordering in servers

2.1) Semantic-aware Packet Priority Control



2.2) Dynamic Admission Control

❖ Increasing maximum number of parallel requests
❖ Higher resource utilization

❖ Higher abort rate

❖ Network congestion

❖ Signals
❖ Global performance metrics

❖ Individual network conditions

❖Algorithm: AIMD

❖Additive increase

❖ Multiplicative decrease

                                     

 
 
  
 
 
 
 
 
   
 
  
  
 
  
 

 
 
  
 
 
  
  
 
 

      

   

   
         

 

 

 

 

 

 

  

   

   

   

             



More Details: checkout our paper

❖ Other design details
❖

❖

❖

❖

❖

❖ Implementation details
❖

❖
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Experimental Setup

Hardware Platform

Server

CPU

NIC

Switch

Competitors

SwitchTx

FaSST 

Eris 

Benchmarks:

switch1 switch2 switch3 switch0

8 servers

cables

4 independent virtual switches



Overall Performance

8-byte 16-byte
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1.87 ×

YCSB-T (Zipf θ=0.99) TPC-C
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Scalability

            

 
 
  
 
 
 
 
 
  
  

  
  
 
  
                  

 

 

 

 

              

 

  
            

             

 
 
  
 
 
 
 
 
  
  

  
  
 
  
 

 

 

 

              



Saved CPU Resources and Packets

     
       

          
          

            

 
 
 
  
  
  
  
  
 
 
  

 

                         

 

  

  

  

  

   

   

     

       

          

          

            

 
 
 
  
  
   
 
  
 
 
  

 

                         

 

  

  

  

  

   

   

                         

 
 
 
  
  
  
  

  
 
 
  

 

          
          

            

 

  

  

  

  

   



Limitation
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❖ Goal
❖

❖ Key Idea
❖

❖ Techniques in SwitchTx
❖

❖

❖ Results

❖

❖

Summary
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